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Download & installation: annotationpro.org/downloads/ 

http://annotationpro.org/downloads/


Motivation & background

Annotation & annotation mining - some of the earlier experiences:

● conversational speech data (PoInt, Karpiński, 2002; Francuzik et al., 2003) (Praat & 
dedicated database management system, annotating intonation)

● speech synthesis corpora (Demenko et al., 2010) (Wavesurfer & automatic 
time-alignment, GTP software, dedicated annotation editor for BOSS format)

● very large speech recognition corpora, including authentic emotions 
in speech (Klessa & Demenko, 2009) (Wavesurfer, Transcriber -> not supported any more, 
time-alignment, GTP software, relational database for annotation management, SPEECON 
specifications)



Rating scales. How to annotate emotions?
● Categories or continua?
● More levels & continuous rating 

scales reported to be more useful for 
non-canonical emotions / features 
while categories found more useful 
with the canonical emotions.

● Continuous rating scales -> 
possibility to use the output values 
as (quasi) continuous variables 
which can be useful for statistical 
analyses. For further discussions & comparisons see eg.: 

Cowie & Cornelius, 2003, Clore et al., 1987, Laukka, 2004, 
Arnold et al., 2012.

from: Metallinou, A., & Narayanan, S. (2013)



Motivation & background
Emerging challenges:

★ annotation of paralinguistic features in speech - a need to use not only 
categorial but also continuous rating scales

★ a need to integrate various types of information within one framework 
(multilevel annotations of both linguistic & paralinguistic features)

● a need to use many tools within one project: interoperability needed
● everyday work ergonomics, non-standard user interfaces and many other 

“small” issues
● ….



Annotation Pro: main window



Speech 
annotation

tasks

Annotation seen as more than just 
time-aligned transcriptions

○ Any number of layers available for 
time-aligned annotations

○ Possibility to use various types of 
specifications using both discrete 
and continuous rating scales;

○ Keyboard shortcuts & extensive 
navigation support (several  zoom 
types, flexibility in segment editing, 
relocating);

○ Annotation mining support;
○ Data export and conversion to many 

external formats.



Multilayer annotations of speech corpora

Annotations including time-aligned transcriptions on the levels of phrases, words, 
syllables & phones (orthographic and phonetic alphabets) as well as additional tags 
referring to linguistic or paralinguistic features of utterances (emotions, silent/filled 
pauses, non-speech events). 

Example uses of Annotation Pro for corpus annotation include:

● Paralingua corpus (Klessa et al., 2013)
● A small corpus of Latgalian readings in varied speaking rates (Klessa et al., 2017)
● Polish timing & duration database (Wagner et al., 2016)
● Borderland corpus of Polish & German conversational speech (Karpiński & Klessa, 

in press)



● Annotation layers (tiers) can include not 
only the time-aligned transcriptions of 
speech and non-speech events as well as 
the results of perception tests & 
annotation data processing and 
additional tags.

● Thanks to this solution, it becomes easily 
possible to simultaneously analyse 
various types of input within one 
workspace.

● Possibility to create plots based on layer 
contents or parameters. 

Annotation layers as an analysis workspace



Annotation layers as an analysis workspace: EMO



Figures from Klessa & Gibbon (2014)

Annotation layers as an analysis workspace: TGA



Annotation layers as an analysis workspace: LTG

Annotations and analysis workspace, a sample from Latgalian read speech corpus, Klessa et al., 
2016



Listening tests

Perception test mode - options:

● Use any type of rating scales;
● Show / hide file names;
● Randomize file order;
● Collect participant information;
● Save information about 

participant activities (listen, 
open, close) in annotation layers 
& additionally in special report 
file.



Graphical representations of the feature space

● A set of built-in graphical representations & 
a possibility to create one’s own pictures as 
.JPG or .PNG files

● Listeners click on the pictures -> results are 
saved as  x, y coordinates of the points 
clicked (Cartesian coordinate system)



Perception of speaking rate

● Set-up: 6 speakers, 2 intended speech 
tempi, 23 listeners, continuous rating 
scale (min-max tempo).

● Are there two or more perceived rates?
● Do speakers tend to differentiate more 

between slow and normal rates than 
between normal and fast rates?

Gibbon et al. (2014).



Native or foreign?

Klessa, Karpiński & Czoska (2015).

● NeuroPerKog corpus of infant-directed and adult-directed speech. 
● Purpose: the study of infant speech perception and development
● Perception tests with adult participants



Prosody of (un)certainty

● Do global prosodic parameters of an 
utterance influence the assessment 
of the degree of uncertainty of that 
utterance?

● Set-up: 70 signals, neutral utterances, 
manipulated f0 range, F0 level, 
speaking rate

● Smaller differentiation in pitch 
contours (NR) and utterances with 
higher f0 (NH) are perceived as less 
certain. 

Karpiński & Klessa (2015).



Annotation 
mining 

& interoperability

● Extracting information from the 
annotation, data processing: 

○ export layers, files or file collections 
to spreadsheets;

○ automatic annotation mining with 
plugins (using annotation labels as 
input for calculations or label 
processing).

● Import/export formats: 
possibility to analyse data 
produced with other tools



Manual & automatized annotation mining

● Visual inspection of annotation 
layers (colours, chart displays), 
easy editing (layer names, 
ordering...)

● Workspace = file collection
● Plugins: bulk operations on 

individual files and for the whole 
workspace - a number of plugins 
available for downloads & 
modifications (and Plugins menu) 
http://annotationpro.org/plugins/ 

http://annotationpro.org/plugins/
http://annotationpro.org/plugins/


Temporal convergence: Paralingua - DiaGest 2
● Two corpora initially annotated in different 

tools (Annotation Pro. ANT native files, ELAN 
.EAF format).

● Factors: mutual visibility, speaker gender, 
task symmetry.

● Stronger convergence for more 
homogeneous stretches of speech in mutual 
visibility condition, weaker effects for 
female-female pairs.

Karpiński et al. (2014).



Temporal convergence: CID (on-going)
● Annotations automatically 

imported from Praat 
TextGrids

● Spontaneous dialogs by 16 
native speakers of French 
(CID-DISP, 2015).

● Approx 1h per dialog.
● SRMA measurement.
● Is there convergence?
● Friends tend to converge 

less than other interlocutors



Building NeuroPerCog stimuli corpus (on-going)



Export / import formats
● Import / export to / from the major speech annotation 

tools: 
○ Praat
○ ELAN
○ Wavesurfer
○ Transcriber
○ SPPAS (automatic time-alignment, PL beta)

● Text or CSV formats;
● Text annotation software (TypeCraft);
● Possibility of integrated use of Salian (Szymański & 

Groocholewski, 2005) & Polphone (Demenko et al., 2003).



Conclusions

● Annotation Pro is freely available for research
● It can be used for speech annotation based on both continuous and discrete 

rating scales
● It makes it possible to conduct basic perception experiments
● Both multilayer annotations of linguistic and para/non-linguistic features  as well 

as perception test results can be stored within one annotation framework
● Automatic annotation mining is supported by plugin architecture, and a number 

of plugins are available for downloads and modifications (more to come)
● The program can serve as a simple annotation file format converter thanks to 

import/export options
● Positive feedback with regard to user interface, comfort of use and ergonomics
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