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INTRODUCING THE GUEST EDITORS

Dr Katarzyna Klessa. Her interests focus on the
analysis and development of spoken language ressurc
especially with application to speech prosody.002, she
participated in the process of creation and amalgbithe
Polnt corpus of quasi-spontaneous dialogues. In 2006 she
defended her PhD on the analysis of segmentalidnriatr
the needs of Polish speech synthesis (at Adam Bligki
University in Pozna). In the years 2006-2010, she was
involved in research-development projects aimingratating very large text and
speech corpora for automatic speech and speal@gnigion for Polish. From 2011,
following her interests in various kinds of speecatd language resources, she has
become involved in several projects devoted to dbeelopment of endangered
languages archives and dissemination of knowlesier€.g.languagesindanger.eu).

In 2012, she coordinated the design and developaidtdaralingug a corpus for the
study of linguistic and paralinguistic features Rwlish, including multi-channel
recordings of conversational speech, and emotidingyals. In 2013, she has initiated
the design and development Ahnotation Pro a freely available software tool
(annotationpro.org) for annotation of linguistic and paralinguisti@aferes in speech.
Annotation Preenables multilayer annotation of speech recordiisgsy both discrete
and continuous rating scales, as well as automatinotation mining. The
functionality of the programme can be flexibly ended thanks to plugin architecture.
A number of plugins have so far been created andempaublicly available
(annotationpro.org/plugins), e.g. plugins for timing relationships analyses;hsas
Annotation Pro + TGA, SRMA (Speaking Rate Moving ehage), and others.
Annotation Pras characterized by high interoperability becatis#fers a wide range
of import/export options from/to most of the exigfispeech annotation tools.

Dr Brigitte Bigi . From 1997 to 2000, she worked wit
Professor Renato De Mori at LIA, France. She woried
statistical language modelling for automatic spee6
recognition and information retrieval. She hasddtrced
a new effective model for topic identification. Fr2000
to 2002, she worked with Professor Jean-Paul Hatamh
Pr Kamel Smaili at LORIA, Nancy, France. Her wog
focused on topic identification in newspaper aggchnd e-
mails. From 2002 to 2009, she worked at LIG onsitesl
language modelling for automatic speech recogniio
statistical machine translation. Since 2009, at [(Pdboratoire Parole et Langage,
Aix-en-Provence, France), her research has foousedrpus creation and annotation
of speech recordings. The main problem she isasted in is to automatically time-
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align speech data with textual data and to exhleitime-aligned results. Her research
focuses on language-independent approaches toaondisystems development so
that they can be used either for languages withdearlable data resources or for
languages with unexpected amount of — unnecessdata- She is the author and
developer of SPPAS: Automatic Annotation of Speadhich includes 7 automatic
annotation components (Momel and INTSINT, IPUs-segation, Tokenization,
Phonetization, Forced-Alignement, Syllabificatiand Repetitions detection), and 6
components for the analysis of annotated data.



EDITORIAL NOTE: TOOLS FOR PHONETICS

Phonetics is one of the fields of linguistics wheagious tools and devices have
always been welcomed as useful support both foa gagparation and analysis.
Today, in the Internet era, phoneticians (and aeysse interested in speech science)
have a great number of software tools to choose &md consequently, often need to
make difficult choices. The number and varietyaufl$ offers challenges not only to
the users, but also to the software designers evelapers. The challenges are related
to e.g., the need for intersystem operability, sahility, the choice of underlying
methodologies, different ways of sharing the toadsyell as effective communication
between software designers, developers, and theisd. Considering the above,
and following our own great interest in the fielde have decided to dedicate the
present issue of The Phonetician to various aspauaisperspectives of phonetics
software design, development, and to describe heget software tools can be used
for phonetic research.

The motivation and aims behind the paper sele¢tothe volume were twofold.
First, we wished to present a variety of freely iade tools useful for the
investigation of different phonetic phenomena iriatas languages and speech styles,
and provide examples of how to use these toolsthmamportant issue was the need
to initiate a more general discussion of the pdsgbrspectives and future scenarios
for the area of tool use and development.

The authors of the articles included in this volurnatribute to this discussion by
demonstrating their own tools “in action”, pointimyt critical issues with these
particular tools and noting more general problemshsas the interface between
software development and research methodology, argse workflow, tool
applicability and more technical questions of saftgvaccessibility and the choice of
technology platforms. Dafydd Gibbon and Jue Yu usscthe methodology and
implementation behind the Time Group Analyzer (TG&A)ecently created on-line
tool enabling a wide range of duration-based amsly$his software tool provides a
broader context for the investigation of timingiaility in spoken utterances. Mietta
Lennes and colleagues compare pitch distributismguewly developed scripts for
Praat and R for the study of intra- and inter-speagtitch differences under various
conditions. Brigitte Bigi presents SPPAS, a tooldatomatic annotation and analysis
of speech data, as a part of a proposed multileegdus creation and annotation
workflow. Mark Huckvale demonstrates web audio meghes and applications, and
draws attention to the recent technological chaageed by the increasing prevalence
of new portable platforms as opposed to the usawfentional computers for many
automated tasks, including speech analysis.

We believe that by presenting this collection dictes to the readers of The
Phonetician, we will achieve at least some of ggimed goals and will contribute to
the discussion of the possible perspectives antbsios in the development and use
of software tools. Surely, these few papers coolec only several selected issues
but they raise a number of important points. Wecarevinced that as a whole, the
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volume provides information that can effectivelypart research studies and yield
much food for thought.

The editors wish to thank all of the authors ndydar contributing their work to
this issue of The Phonetician, but also for shatimr opinions and views on this
content area. We also thank the reviewers for tradirable comments, suggestions,
and lively discussions.

Katarzyna Klessa and Brigitte Bigi
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TIME GROUP ANALYZER:
METHODOLOGY AND IMPLEMENTATION

Dafydd Gibbon?, and Jue Y
Fakultat fur Linguistik und Literaturwissenschdfniversitat Bielefeld
Bielefeld, Germany
2School of Foreign Languages, Tongji University
Shanghai, China
e-mail: gibbon@uni-bielefeld.de, erinyu@126.com

Abstract

The TGA (Time Group Analysértool provides efficient ubiquitous web-based
time-saving computational support for phoneticiaithout computational skills or
facilities who are interested in selected lingaigthonetic aspects of speech timing.
The input module extracts a specified tier (e.gonah syllable, foot) from a single
annotation file in the common Praat TextGrid an&/@@mats; user-defined settings
permit selection of sub-sequences such as intesgbayroups, and thresholds for
minimum duration differences. Several types of autare provided: (1) Tabular
outputs with descriptive statistics (including disgion models likestandard
deviation PIM, PFD, nPVI, rPVI), linear regression(2) novel visual information
about duration patterns, including differemegramsandTime Treegtemporal parse
trees); (3) graphs of duration relations, includiiggner Quadrant graphs. Examples
of applications in phonetics are taken from pulgisbktudies of varieties of Mandarin
and English as a form of functional field evaluatiaf the tool. Other disciplines in
which duration analysis has practical uses, sucHoemnsic phonetics, clinical
linguistics, dialectometry, speech genre stylomairg language acquisition, will also
benefit from the efficient methodology providedthe TGA.

Keywords: online tools, speech timing, speech prosody, &@tiom processing,
duration, time trees

1 Problems, methods, tools, solutions

1.1 Background and overview

Scientific methods are recipes for creating sohgitw problems, and the tools used
within these methods are the utensils which ard tsénplement these recipes. The
tools themselves embody further methods: for examipl phonetics and speech
technology, a descriptive and modelling methodolegg annotations, i.e. the pairing
of sections of a transcription with sections opaech signal by means of time-stamps.
The annotation procedure requires further methaicéd assumptions: first, on the
categorial perception of speech (in creating th@dcription), and second, on the
physical parameters of digitized speech signalaggigning time stamps which point
to boundaries or peak points in the recorded sjgnal



In the history of phonetics, annotation methodsh@egressed from the traditional
‘impressionistic’ transcription of perceived souridsn observed utterance, through
recordings using various techniques and manipulatfdhese recordings. Before the
advent of PCs such methods were common outsideaiped phonetics labs, and
until recently were common among phoneticians $s Efluent regions. The concept
of speech signal annotation arose with the speedmblogies in the 1970s and
software such as esps/Waves appeared in the 1®8@ise purpose of searching for,
identifying and classifying portions of the speeafnal in order to develop speech
recognition and synthesis models. The techniquennbtation was largely unknown
outside of this field until free and public domasoftware with graphical user
interfaces, such as Praat, Transcriber, Wavesbdeame available, starting in the
1990s. Newer annotation software designs with ewtdit analysis facilities are still
appearing in the interests of increased functityalid efficiency (e.g. in this volume:
Annotation Pro, with facilities for perception exjeents, and SPPAS, with
automatic annotation based on dictionaries andisstal segment models).
Annotation software supports the annotation pro¢Esby providing measurements
and visualizations of various models of the spesighal, such as amplitude and
energy envelopes, spectrum, fundamental frequesnay, (2) visualizations of the
mapping of arbitrarily many layers (tiers) of tranptions and linguistic categories to
segments of the speech signal. Some of these d@ionotaols such as Praat provide
scripting languages which support the automatiompanticular measurement and
analysis procedures. Some of the tools contairtimmefor exporting data and results
in formats suitable for further analysis by mearfsother software such as
spreadsheets or using modern programming langsagasas Python or the statistical
programming language R. An intermediate stagepiesented by tools with scripting
languages (e.g. the Praat scripting language) wtdchcapture typical ‘recipes’ of
analysis sequences, record them as scripts, acdtextne scripts to analyse speech
recordings automatically.

Although programming techniques are well known atdkely used in specialized
phonetics labs and research departments, thestilangany phoneticians world-wide
who use the phonetic tools such as Praat for mamualerical analysis, but lack
programming skills or helpers, and are not familigh the technique of annotation
and annotation based analysis. Consequently, ‘lesh’tmethods, for example
copying on-screen values of signal parameters, sisckemporal information, to
spreadsheets for further calculation, are stilyweidespread.

The TGA onliné ‘multitool’ described in this contribution is dtle different, and
is intended to fill a gap for the ‘ordinary workimdnonetician’ who is interested in
aspects of speech timing and has no or little éxpee of programming. The TGA
tool is is a ‘multitool’ in the sense that it putgether a broad set of procedures for
analysing speech timing, some well known and soewe and produces a variety of

ICurrent URL:http://wwwhomes.uni-bielefeld.de/gibbon/TGA/
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analyses of timing relations in a single ‘one-clitdol. An offline prototype of the
TGA tool exists for handling larger amounts of cfata

The TGA tool itself, combining previous separatelspwas originally developed
for small projects and for phonetics teaching, aoaperation between the authors of
the present contribution for the description ofitighnin Mandarin, in dialects of
Chinese, and in Chinese English (Yu & Gibbon, 20d2et al., 2014, 2015; Gibbon,
2013; Yu, 2013). The TGA tool in its current onlifeem is designed for the analysis
of timing relations in single annotation tiers fr@mgle annotation files. Timing
analyses across more than one tier are not incatggbin the present version; if such
analyses are required the separate results muskpdmated, combined and further
analysed with a spreadsheet or other softwarecgtian.

The online TGA user interface design is kept vampde: an annotation file is
opened in a text editor, copied and pasted intdcH&ML form on a web page.
Parameter settings permit the selection of thevaelketier name and values of
parameters for the analysis, and a ‘one-click’ nignanalysis takes place, using a
range of analysis procedures and based on thestamneps in the data, and producing
a wide variety of outputs (see Section 3). In addito common measures such as
speech rate and variability, similarity or dispersof duration values (e.gtandard
deviation nPVI, described in Section 2), novel measures andajispf acceleration,
visualization of regularities by bar charts, timedtion plots and scatter plots are
included, as well as chracter separated value (@8tfuts for further analysis with
statistical tools. A preliminary version of the TG#as been previously described
(Gibbon, 2013). Components of the TGA tool havenbeeorporated in software by
other developers (AnnotationPro and SPPAS, thisurae). Typically, TGA
applications have been applied to the syllable et the duration of intervals on any
tier in an annotation can be selected and analysed.

The objective of this contribution is to provideastount of TGA tool development
strategy from problem domain through specificatibomgmplementation. It is not
primarily a manual for how to use the tool for &dfic phonetic analysis purpose,
though application examples are given in Sectidn 3.

The organization of the contribution follows a gexlescheme covering problems,
methods, tools, solutions, roughly according toagditional software development
procedure of requirements specification, desigplémentation and evaluation. The
following subsection 1.2 delimits and characteraaglection of problems in syllable
duration analysis. Section 2 deals with a setngfuistic phonetic methods which have
been proposed for solving the problems, and witthmethods for new aspects of the
domain. In Section 3 specification, design, implatagon and phonetic applications
of the TGA tool are described, as well as its apion in selected publications on

2There is an offline development prototype capableamdling larger amounts of
annotation data and with additional functions wtacé not available online owing to
server limitations. The offline prototype is not gwailable for general distribution.
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timing problems. Section 4 concludes the descipltip outlining areas which have
been addressed with the TGA, and by addressingh@thextensions and noting
practical application potential in neighbouringaidines.

1.2 Aspects of speech timing: delimiting the TGA dwoain

The domain of issues handled by the TGA tool igattarized in Section 2 The
aim of this subsection is simply to delimit thisnaain very briefly in the context of a
broader range of issues in subsegmental, segmardaduprasegmental or prosodic
speech timing, ranging from voice onset time an@ stosure-opening time through
vowel, consonant and syllable reduction, speechd azd rhythm through pause
patterning to timing in discourse. Figure 1 compyagdummarizes the rank-
interpretation hierarchy of the language structui@sctions and phonetic correlates
involved. The TGA tool focuses on sequential anerdrchical relations within
sequences of units such as phones, syllables, degending on the annotation tier
selected). The TGA tool is in principle suited twakysis of units at any level of the
rank-interpretation hierarchy shown in Figure 1t lwas so far been mainly restricted
to analyzing temporal relations between syllablesTime Groups of two kinds:
(1) interpausal time groups, and (2) time groupsebdaon acceleration and
deceleration of speech rate (e.g. syllable rate).

Discourse » Contrastive stress, emphatic
level stress, final lengthening.....
Sentence > Speech rate, boundary

level marking, focus, rhythm...

Factors ; — —

in Word > Contrastive duration, lexical
duration level stress.....
models ) * ' — _

Sylléble ' .. Length of segment sequence,

level tone-duration relations.....
\' Phbne ' ' C voicing, diphthongs, V in

level voiced/unvoiced contexts,...

Figure 1: Domains of speech timing patterns

One of the areas of deployment of the TGA toohithe study of aspects of speech
rhythm, an area which has been conspicuous irtttweqtic literature since the study of
Pike (1945) on the intonation of American EngliGime of the questions involved has
beenwhether and how the perception of rhythnffarint languages tends towards two
poles ofsyllable timingon the one hand, arfaot timing(with related concepts such as
stress timinginterstress timingon the other. Searches for correlates of rhytithe
speech signal have been somewhat inconclusive (#rva009), motivating a view
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that rhythm is an epiphenomenon which cannot belgimduced from the temporal
patterning of physical speech signals and whichlte$rom the interplay of many
factors, including those outlined in Figure 1: disise and grammatical structure, word
familiarity and frequency, morphological structared phonotactic patterns (Gibbon,
2006). The physical correlates in turn involve sakparameters: the timing of units of
speech, as well as pitch and intensity patterngeigeless, the search is not over, and
the function of the TGA tool is to support reseasglecifically in relation to speech
timing in matters including but not limited to riib.

There is currently no comprehensive theory of spetgythm production and
perception, and no model of rhythm patterns. Aliergoretheoretical clarification of
the term ‘rhythm’ was summarized by Gibbon et @&0Q1) as an iteration of
alternations of strong and weak values of somenpetiex or parameter set, whose
alternations which have a tendency to isochrong fibdel may be termed a ‘Three
Constraint Model’ of rhythm:

Rhythm is the recurrence of a perceivable temppadterning of strongly
marked (focal) values and weakly marked (non-fogal)es of some parameter
as constituents of a tendentially constant temptmadain (environment).

This Three Constraint Model has turned out to Edéguate in a number of
respects as it is missing the similarity and higrgrproperties of speech rhythm
(Gibbon, 2003), and of rhythm in music and othemdms. A ‘Five Constraint
Model’ is more adequate, requiring fulfilment oktfollowing criteria, which will
figure in the description of the TGA tool:

1. a dynamicAlternation Constrainton patterns of stronger and weaker
elements of some parameter or parameter set;

2. an oscillatornyiteration Constrainin repetition of adjacent patterns;

3. a qualitativeSimilarity Constrainton elements of the iterated adjacent

patterns;

a quantitativdsochrony Constrainbdn the iterated adjacent patterns;

5. a structuralHierarchy Constrainton rhythm, which specifies temporal
domains in a relation of temporal inclusion, toleatwhich the previous
constraints apply (the temporally shortest alteonabeing the lowest and
sometimes the only level in the hierarchy).

E

The basic strong-weak Alternation Constraint aptiedifferent structural levels
in different languages. Typical of tendencies t® ‘ideal type’ of syllable timing is
the alternation consonants and vowels (CV, CVCepasd, and in the ‘ideal-type’ of
stress timing is alternations between strong sidkabnd one or more short syllables.
The ‘ideal-types’ are in practice only approximattendencies; so-called stress-timed
languages may also have fortuitous syllable timimgr swam fast past Jane’s bpat
and vice versa.

Recent approaches (Cummins, 2009; Inden et al3;20odarczak, 2012) have
addressed more complex issues of modelling rhythmiméans of oscillators and of
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the mutual adaptation or entrainment of rhythmgngriocutors in discourse; this
domain is outside the immediate scope of the ptestedy, and inter-tier duration
relations are currently not included in the speaifion of the TGA tool.

2 TGA prerequisites: approaches to prosodic timing

2.1 Phonological and linguistic phonetic approaches

The present section concentrates on the aspespeeth timing analysis for which
support by the TGA tool is designed. Overviews @fvant methods of timing
analysis at the level of syllable patterning areegi by Gibbon (2006) and the
contributions to Gibbon et al. (2012). These meshquesuppose some prior
identification of linguistic and phonetic categari@ the form of segmentations and
labellings of speech recordings, whether by anmutadr direct measurement of
signal visualizations. Many analysis methods hagenbapplied to the problem of
examining duration relations between consonantaamalic syllable constituents,
or between syllables, or between stress-basedHeetever, most have concentrated
implicitly or explicitly solely on thdteration Constraintand thdsochrony Constraint
outlined in the Section 1.2, to the exclusion oé thternation Constraint the
Similarity Constraintand theHierarchy Constraint

Timing hierarchies have been discussed in seveffdreht theoretical and
methodological contexts: in post-generative phogie® such as Metrical Phonology
(Goldsmith, 1990); as prosodic structure (Jasse9b2;1 Abercrombie, 1967); as
oscillation (Barbosa, 2002; Inden et al., 2012)tHe present contribution, novel
methods for modelling th&lternation Constrainand thdteration Constrain&nd the
Hierarchy ConstrainasDuration Difference Toke(DDT) sequences is presented in
the present contribution, and thiene TregTT) method of timing hierarchy induction
(Gibbon, 2003, 2006) is also discussed.

The comprehensive structural rhythm model which besn most extensively
investigated phonetically is that of Jassem (196#) Jassem et al. (1984), which
invokes alternation (of stressed syllable and sequences of unstresdébles),
iteration (of stressed-unstressed alternatiorssinilarity and near-isochrony(of
stressed-unstressed sequenceshardrchy(of broad and narrow rhythm units). The
Abercrombie model addresses the same constraihisithua simpler structure and
without the hierarchy constraint. The Jassem maxuttto some extent the Abercrombie
model (1964:219) also take morphological strucfwmaerd boundaries) into account.

In Jassem’s model, the Broad Rhythm Unit (BRU)thasconstituents: an optional
Anacrusis (ANA), consisting of unstressed syllaldlesn a grammatical boundary
(e.g. utterance, phrase, word boundary) up to bttintluding the next stressed
syllable, and an obligatory Narrow Rhythm Unit (NRWonsisting of a stressed
syllable followed optionally by a sequence of uessed syllables, extending to the
next relevant grammatical boundary. Thus, a nept@hunciation of the sequence
it's stressful todaynay yield the following parse:

(BRU: (ANA: it's) (NRU: stress ful)) (BRU: (ANA: tp(NRU: day))

14



However, the better known model is the simpler faiter model of Abercrombie
(1967), who analyses sequences feet, each cogsistian ‘ictus' (a phonetically
stressed syllable, which may be phonemically longdium or short) and a 'remiss’
(an optional sequence of unstressed syllablesjialinsequences of unstressed
syllables are treated as having an empty ictusitbbeat:

|| - it's | stress ful to | day ||

Jassem et al. (1984) have shown that the more esndassem model fits the
English facts better than the simpler Abercrombadeh no empty beat is needed,
and they showed experimentally that unstresseditdgh in the Anacrusis have
different timing properties from those in the NavrdRhythm Unit (cf. also
contributions to Gibbon et al., 2012 for extengiiscussion).

The Jassem and Abercrombie models are both vese dio the present Five
Constraint model of rhythm in that they incorpordke Alternation, Iteration,
Similarity, and Isochrony Constraints and (in tlee of the Jassem model) also the
Hierarchy Constraint. These Jassem and Abercrombils and the Five Constraint
model are not explicitly included in the domaintleé TGA, but need to be borne in
mind when using the TGA tool for analysing the tiela between phonological and
phonetic determinants of speech timing, particylem/thm.

2.2 Linear quantitative models of duration dispersbn

The inclusion of a selection of linear quantitatimedels of duration in the domain
of the TGA tool requires explicit justification. @ral studies of speech timing have
concentrated on subsyllabic or syllabic propertlesking at the dispersion and
percentatages of consonantal and vocalic stretuhié®e speech signal, for example
variance or standard deviation of the durationga@isonantal intervalsAC) and
percentage of vowel duration%Y). Measurements based on th€—%6V model
introduced by Ramus et al. (1999) yielded intengstesults about the differentiation
of different languages by means of the relatiomwben these parameters and between
these parameters and other dispersion measuresiswaitalic normalized pairwise
variation APVI) and consonantal raw pairwise variatioR\(l); cf. Low et al. (2000)
and very many studies using these two measuresle&tion of approaches of this
type is shown in Table 1, including two already tramed.

The top two models in Table 1 are tarwise Irregularity Mode(PIM) of Scott et
al. (1986) which sums all pairwise log ratios oteanterval duration in the whole
utterance, and tHeairwise Foot DeviatiorfPIM) model of Roach (1982), which takes
adjacent pairwise differences rather than all paevdifferences, and is rather like
standard deviation, except that the absolute madmiof differences is taken, rather
than the square and the square root. AlthoughdhaelRmodel refers to the foot as a unit,
formally speaking the models are agnostic in retfatide units to which they apply.

The bottom two models, which have already beerrnedeto, are variants of an
Average Magnitude Difference FunctighMDF), in which differences in a moving
window over pairs of adjacent intervals are avedadénis results in factoring out
variations in speech rate, a useful innovatiothéncontext of speech timing analysis,
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the binary window AMDF is known as tlraw Pairwise Variability IndexrPVI).
TherPVI takes iteration and isochrony into account, btiafternation and hierarchy.
TherPVI is normally applied to consonantal intervals iapgech recording, and is
distinguished from thaormalized PVInPVI, normally applied to vocalic intervals.
The duration differences in th#PVI are normalized by dividing each difference by
the average of the durations. The overall avermgauitiplied by 100 (as in tHeFD),
resulting in a scale for th&@VIfrom 0 (complete isochrony) to an asymptote of 200
(completely random).

Table 1:Four dispersion models of speech segment patternin

1.
PIM(l1... - Z llog|
i#j j
100 x Y | MFL — .
PFD(foot.,) - Z| en(foot) |
len(footy )
where MFL Ziz1lentoot
m—1
rPVI(ch..m = Z | di — diyr I/ (m = 1)
k=1
m- 1 dk k+1
NPVI(dh...m = 100x Z B kS~ Sy
(dk + dyi1)/2 /(m

The PVI variants have become very popular sincie tiiieoduction by Low et al.
(2000), have been used in very many studies ang yialded very interesting results
about the dispersion of duration relations betwditferent languages. In the literature
there has been plenty of folklore and various sampisunderstandings about the
nPVI formul&: (1) the component ‘n-1' has been said to meantkigalast syllable is
not considered in order to factor out final lengiihg, but this is false since the
formula is about differences between adjacent it@rassequence, and there is always
one difference less than the total number of itemd,final lengthening is not factored
out; (2) the factor ‘100’ has been said to contlegtresult to a percentage, but this is
false since the nPVI scale is 0...200, becausentomalization each duration
difference is divided by the average duration efpair (sum/2) and not the by sum,
which would indeed have yielded 0...100.

Critics have also pointed out that (1) essentitiléysame results may be obtained
from phonotactic patterns without phonetic measergs (Hirst2009); (2) similar
dispersions may occur between stylistic and dialearieties of the same language
(Gut, 2012; Arvaniti, 2009); (3) in the PVI and PFD models the pairwise diffees
between adjacent syllables imply that rhythms anely binary, for example with
alternations of long and short syllables. Thisasnmecessarily the case in stress-accent

3These will not be cited here in order to avoid emdssment.
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timed languages, however, where several unstrayflalles may intervene between
stresses.

These measures have been (and often still ar@dcallythm metrics’, but this is
a misnomer since, like plain standard deviatiomenof these four measures fulfils
either the Alternation, or the le&ion, or the Hierarchy Constraint; each concentrates
only on a dispersion measure for relative isochrdrys is a fundamental formal
criticism. With the first two models, ordering thialues in any order, whether by in
order of occurrence, or in increasing or decreasmgndom order, yields the same
dispersion values. With the PVI models it is alesgible for different patterns to yield
the same value, e.g. an alternating pattern like224 yields the same value as 2 4 8
16, or 2 4 8 4, namely 66.6". The reason for thldity is the use of absolute
magnitudes (the ‘|...|' notation) with the resaslttihat the direction of differences or
ratios becomes irrelevant and therefore the AltesnaConstraint is factored out.

Another fundamental criticism which applies tdallr models, is that that the nearer
the index is to zero, the more similar the timiradtern is to syllable (or foot, etc.,
depending on the unit being measured) timing. Théér away from zero the index s,
the less is known about what units are actuallgdpeieasured, and the less one can be
certain about whether it is a rhythm which is bemgpsured (Gibbon, 2003). It is thus
impossible to know what these results actually me#dhout combining them with
further studies of units of different size, anditgkthe alternation, iteration and
hierarchy constraints into accounts. The modelswaucfor a subset of the necessary
conditions for rhythm, but do not provide a sufiai condition.

However, as measures of smoothness, regulariglativie isochrony relative to a
unit such as a consonantal, vocalic, syllabic @t fimterval the measures yield
consistently useful results in demonstrating déferes between languages. Examples
of such analyses obtained with the TGA tool will gigen in the case studies of
applications in Section 3.4.

2.3 Dynamic timing factors: speed and acceleration

Values such as the minimum and maximum valuestefual durations are subject
to large fluctuations determined by the wide ranfdetermining factors shown in
Figure 1. However, useful further notions are cated with the speed of speech,
usually measured in terms of the rate of phonesygbles, feet, stresses, phrases,
etc. per second. The rate is the inverses of tlemaration; this, if the mean syllable
length is 125 msec, the syllable rate is 8 syll/sec

Another interesting parameter is the rate of chaofespeed, i.e. the overall
acceleration or deceleration of a sequence of soith as the syllable, whether very
locally with long-short syllable pairs or over anmtiee utterance. If measured over a
long sequence, a useful measure is provided bgrimegression models: the resulting
slope indicates acceleration (if negative, i.ehvdécreasing interval durations) and
deceleration (if positive, i.e. with increasingantal durations).

These measures of speed and acceleration-decatesa included in the TGA
tool, and examples of the use of these measuredismessed in the application case
studies in Section 3..4.
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2.4 Patterns and relations: data visualization

An important part of scientific methodology, botlittwexperimentation on small
data sets and with inductive analytics appliebtg data’ is the visualization of data
structures and distributions as a source of insifgittexplanations. Particularly useful
visualizations of speech timing data have beemdorning from use of thaC—%V
model and thePVI models, sometimes in combination, in illustratisignilarity
clusterings and differences among languages, asopsty discussed.

There are other forms of visualization which can umy helpful. Even a
straightforward plot of durations as a functiontiofie enables an instant intuitive
assessment of temporal evenness or variabilityt(edmplementatiorsection of this
contribution). Even more useful is the Wagner Qaatrvisualization method
(Wagner, 2007) for showing the relations betwegacaht interval durations without
using the absolute magnitude, a method which waslojged as part of a criticism of
the methods shown in Table 1 and discussed abogeylaich, unlike those measures,
does not factor out the directionality of differesc

Sections 3.3.2 and 3.4 provide examples of theemifft kinds of visualizations
which are provided in the TGA output.

3 The Time Group Analyzer (TGA) tool

3.1 TGA Requirements specification
As noted previously, methods are recipes for angagolutions to problems, tools are
the utensils which are used to implement thes@esciand each utensil is itself based
on other theories and models. Practical recipethtoanalysis of speech sounds have
been around for a long time, and software timinglysis tools may be seen as the
utensils for these recipes. There are many otimelskof tools. For example, teachers
of English as a foreign language know about ‘gestapls’ such as the dodge of
isochronous tapping on the table and clapping wmdning rhythmically in time with
stress beats (though these rhythms may be far fnenproperties of natural live
English speech). A variant of the same isochrortapping has been the use of a
metronome tool in experimental work on timing eimgent (Cummins, 2009).

The TGA tool exploits each of the four main stapsived in creating the input
annotations:

1. Extraction of the relevant annotation tier, repntisg an attribute (i.e.
feature type)

2. Extraction of the text of the tier, i.e. the valudghe attribute represented
in the tier (e.g. phonemes, syllables, feet, plwadenes stresses,
boundaries); currently a subset of UTF-8 encoding is handled, but X-
SAMPA encodings, rather than IPA glyph codes aedgored.

3. Extraction of the time-stamps representing asdocdiabf the sequence
values represented in the tier with segments o$itpeal.

4. Analysis and visualisation of information derivedrh the time-stamps.

Thus the annotation process essentially follows#mgnentation and classification
procedures of structuralist phonetics and phonglagyg the TGA tool picks up the
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thread at this point by analyzing temporal relagibetween time-stamped segments
in the selected tier. Input formats for annotatiares Praat TextGrids in long or short
format, or Character Separated Value (CSV) taldser annotation tools than Praat
such as Elan and Annotation Pro or SPPAS have impadrexport functions for these
formats as well as their own formats. None of thesmats is particularly complex
and it is fairly simple to convert one into anothEGA analyses identify the speech
rate of the segments on the selected tier suchhaseg or syllables, duration
dispersion by standard deviation and previouslytioead similar functions which
yield measures of relative, ‘sloppy’ or ‘fuzzy’ mdaochrony, either relative to
adjacent units (e.gPVI, nPVI), or relative to the whole sequence, as with stedhd
deviation, thePIM, and thePFD.

3.2 TGA design

The literature reveals several common methodsrmrgssing time-stamped data,
in order of increasing sophistication:

1. copying into spreadsheets, sometimes using tenspkatailable on the
internet for semi-manual processing: a traditiggmaktedure, still common
outside wellequipped labs and phonetics departments;

2.use of online tools for specific purposes, suchnB¥I| or speech rate
calculation, and further processing with spreadshe® specialised
statistics software;

3. use of prefabricated @d hocPraat scripts to create numerical output for
further processing;

4. implementation of applications in appropriate dinigp languages such as
Perl, Tcl, Ruby R or Python

5. implementation in languages such@<++, mainly in specialised speech
technology applications), independently of timesgding visualization
software.

The TGA online tool falls into the second of thekesses, thus filling a gap between
non-programming and programming approaches, watlsincumscribed functionality
for duration analysis, and side-stepping the need the ‘ordinary working
phonetician’ to use programming techniques. Foséhwith programming abilities,
libraries of analysis tools are available, e.g.sthdn Perl in the Aix-MARSEC
repository (Auran et al., 2004), or parsing funetiggrogrammed iRython such as
the Natural Language Took KitNLTK (Bird et al., 2009), or th&extGrid tools
(Buschmeier et al., 2013).

The architecture of the TGA online tool is showrfrigure 2. Input from an HTML
form is passed to a server on the internet (orcalbhmst server on a standalone
machine) and processed by a number of TGA modwitsa variety of output types.
The basic design is heavily dependent on the thiealeassumptions outlined in
Section 2.
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Figure 2: Online TGA architecture.

3.3 TGA Implementation

3.3.1 Input format and parameter setting. The TGA tool is currently
implemented in Python 2.7 as a server-side appitain the CGI internet
environment. The choice of an online environmesstrhany advantages: operation in
a standard browser; consistent (because idenéoaljonment at any given time. A
disadvantage which is sometimes mentioned is taa ichput into online tools may
be collected on the server by the tool providelis Hoes not happen with the TGA;
user data are neither inspected nor ollected, aadanonymity is preserved.

Input identification and parameter setting in tH@ATtool are shown in Figure 3.
The parameters are organized into three functipnadllated groups: input
identification, processing parameters, and outplgcsions.

The TGA input module extracts a specified tier (@lgone, syllable, foot) from
inputs in long or short TextGrid format, or as cuier separated value (CSV) tables
with any common separator. The example specifiies &yllables’ and a set of pause
symbols which may be used. The pause symbols mdiebly selected as long as
they do not clash with names of other text lab€ke underscore ‘_’ shown in the
figure is a very common pause symbol.
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TextGrid input control parameters (long or short TextGrid format accepted; only Interval Tiers, obviously)

Tier name: syliables (max length 20; not needed for CSV formats)

Pause symbol: | (max length 20; also needed for CSV formats)

More than one pause symbol permitted; separate with spaces. Delete any of the examples which might occur
as an annotation label. If your pause symbol is not in the examples given, enter it

Time Group duration difference parameters:

TG criterion: * pausegroup ' deceleration (Increasing) ' acceleration (decreasing)
Local 1o ms (try values less than common syllable lengths, e.g. 0 ... 300 ms)
threshold:

Used for local pattern extraction and TimeTree parsing.

Local pattern

Longer: N (1 char) Shorter: | (1 char) Same: |= (1 char)
symbaols:
Time Tree {quasi-jiambic TTgt {quasi-jtrochaic TTHt  '® show all TT
criterion: {quasi-jiambic TTgte {quasi-)trochaic TTite " do not show TT
Global TG loo 120 ~ ms (minimal duration difference)
L Ranges = 30 are not permitted because of possible server overload.
range: Global threshold 1s 1znored with the 'pausegroup’ criterion.
Experiment with values from 0 to 500 (negative values are permitted).
Equal range boundaries are adjusted to have range of 1. not null; if necessary values are switched to ensure
"low before high'.
Min TG length: > [ (generally >2, as 'minimal rhythm')

Time Group output control parameters:

Print text? ® o U yes n-grams? ®na ) yes All outputs: no '® yes
TG element info? * no ' yes Time Trees? ® no ' yes
TG detail? ®po U yes CSV output? ® ng ' yes

Figure 3: Screenshot of parameter input options.

In the processing parameter section, the locaskiuie permits specification of the
minimal difference in milliseconds between durasiowhich determines which
durations count as different and which count asakdthe local threshold is relevant
for constructing the Duration Difference Tokens (Bipdescribed in Section 3.3.2.3
and the Time Trees (TTs) described in Section 3t3tRe larger the threshold, the
more duration pairs count as equal, removing randomation difference noise’. The
DDT symbols can be freely defined. Four TT types @efined, two based on short-
long pairs (quasi-iambic, pairwise deceleratiomo tbased on strong-weak pairs
(quasi-trochaic, pairwise acceleration).

The global threshold range is a tentative expertaldaature for identifying Time
Groups by means of accelerating or deceleratingesegps within the specified range.
The minimum Time Group length permits restrictidraaalysis to Time Groups

with a length which promises useful numerical ressul

Finally, the output parameter section specifiepouof selected results from the
modules (see Section 3.3.2) or of all possible wtstp
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3.3.2 TGA solutions: the main modulesCurrently there are three main TGA
modules besides I/0O and format conversion: (1) &xttaction; (2) global basic
descriptive statistics for all elements of the st tier; (3) segmentation of the tier
into Time Groupswith statistics for individualTime Groups and (4) three new
visualization techniques foAdur duration patterns: duration difference tokens,
duration column charts, affidme Trees

3.3.2.1 Text extractioWhen the annotation has been made directly witlotion
software, without prior transcription, there may &eneed for transcription text
extraction, as documented by a number of web pagesding this functionality, for
various purposes such as discourse analysis, hddmguage processing, archive
search, re-use as prompts in new recordings. atil€y is provided by extracting labels
from annotation elements as running text, sepaiatedsequences by the boundary
criteria, e.g. pause, specified in the input. Tdllwiving example of interpausal groups
is extracted from an annotated recording in the EA8rpus of Mandarin (Li et al.,
2000):

bei3 fengl genl tai4 yang2 p

you3 yi4 hui2 p

bei3 fengl genl tai4 yang2 zai4 nar4 zhengl luni2sie5 ben3 shi5 da4 p
zhengl lai2 zhengl qu4 jiu4 shi4 fenl bu4 chul ghblai2 p

zhe4 shi2 hou5 lu4 shang5 lai2 le5 ge4 zou3 daes4pd

tal shenl shang5 chuanl zhe5 jian4 hou4 da4 yil p

tal men5 lia3 jiu4 shuol hao3 le5 p

shui2 neng2 xianl jiao4 zhe4 ge5 zou3 daor4 debxiazl tal de5 housd
dadyilp

jiu4 suan4 shui2 de5 ben3 shi5 da4 p

bei3 fengl jiu4 shi3 jinr4 de5 gual gi3 lai2 le5 p

bu2 guo4 p

tal yue4 shi4 gual de5 li4 hai5 p

na4 ge5 zou3 daor4 de5 p

ba3 da4 yil guo3 de5 yue4 jin3 p

hou4 lai2 bei3 fengl mei2 far3 le5 p

zhi3 hao3 jiu4 suan4 le5 p

guo4 le5 yi2 huird p

tai4 yang2 chul lai5 le5 p

tal huo3 la4 la4 de5 yi2 shai4 p

na4 ge5 zou3 daor4 de5 ma3 shang4 jiu4 ba3 na#thiemd da4 yil tuol
xia4 lai2 le5 p

zhe4 xiar4 bei3 fengl zhi3 hao3 cheng2 ren4 p

tal men5 lia3 dangl zhongl hai2 shi5 tai4 yang2oee3 shi5 da4 p

Further analysis of the text output (frequencladtitems, concordance) is planned
in future versions of the TGA tool.
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3.3.2.2 Global and local descriptive statisticséirTime Groups in the annotation.
For calculating global descriptive statistics, thrersions of the data are prepared:
(1) with all annotation elements on the tier, imthg boundary elements (e.g. pauses);
(2) with only non-boundary elements; (3) with oblyundary elements; cf. Figure 4.

Duration props (syllables)
Attributes Values Attributes Values

n: 275 intercept: 156.122
min: 20 slope: 0.148
max: 990 std: 113.584
mean: 176.38 nPVI: 62
total: 48504 rPVIL: 10920
range: 970 -

Figure 4: Screenshot of summary of collat€ene Groupproperties and correlations.

Basic statistics, and additionally linear regresgislope and intercept) to show
acceleration/deceleration, are also tabulated &mhelime Group separately (cf.
Table 2, with a selection). The full table outpahtains not only descriptive statistics
for each Time Group row, as shown in Table 2, s additional information on
each row (for this cf. Figure 5, Figure 6). Sometlié additional information is
dependent on the setting of the minimal differethceshold parameter, which defines
degrees of approximate (i.e. ‘fuzzy’ isochrony)thea than strict time-stamp
differences. In addition to the numerical outpbtee novel structuraldur pattern
visualizations are defined (cf. also Figure 5):

1. tokenization of duration differencesdur into ‘longer’, ‘shorter’ and
‘equal’ duration difference tokens, representectibgracter symbols (cf.
Figure 5), to support prediction of whether specjfroperties such as
rhythmic alternation are likely to make sense (threshold dependent);

2. top-suspended bar chart illustrating the duraidrof elements in the
Time Group (Figure 5), the Duration Bar Sequence (DBS);

3. duration parse tre@ime TreeTT) for each Time Group (Figure 6), based
on signed duration differencaslur’ andAdur ~ (Gibbon, 2003, 2006) to
facilitate study of correspondences between durali@rarchies and
grammatical hierarchies (threshold dependent).

3.3.2.3 Duration Bar Sequences (DBS) and Duratidffeznce Tokens (DDThn
Figure 5 two of the novel visualizations are digpth The hanging Duration Bar
Sequence (DBS) provides an iconic representatiaylble (or other selected unit)
durations both in width and in height. The row laisbes above the DBS shows the
directionality —i.e. alternation — of syllable dtion differences as Duration Difference

23



Tokens (DDT). Comparison with the DBS shows thateépresents a short-long
relation, or deceleration (rallentando, iambic)] &hrepresents a long-short relation,
i.e. acceleration (accelerando, trochaic), while represents equality of duration
(depending on the currently defined local duratdifierence threshold). In the
Mandarin example (top) the DBS shows no obviowesiadttion of syllables into larger
structures such as feet, while the English exar(ipdétom) shows a conspicuous
tendency to alternation between long and shoralsi@s. The DDTs show an effect of
the local difference threshold: differences <= 19 are shown as equal. A selective
distributional analysis of bigram DDT sequenceshiswn in Table 3, providing an
indication of the degree of (binary) alternatioasnon-alternations.

Table 2:Selection of output table of local measures fahdaterpausal Time Group.
The full table contains additional columns on thghtr with the transcription of the
TG and visualizations on each row (cf. Figure S)niber of Time Groups: 23 ; Total
duration (without pauses): 31771 ms.

# n dur(ms) rate mean median stdev nPVI mednPVI PIM PFD intercept slope

01 00 0000 0.00000.00 000.00 00.00 00 00 000 00 000.00 -000.00
02 05 1199 4.17239.80 250.00 42.29 33 36 005 15 245.60 00-2.89
03 03 0531 5.65177.00 110.00 94.75 48 48 004 50 076.50 -100.50
04 14 2516 5.56179.71 186.00 50.48 42 39 070 22 196.11 00-2.51
05 12 1991 6.03165.92 163.00 58.28 50 46 063 28 166.63 00-0.12
06 11 1834 6.00166.73 161.00 54.55 34 27 049 27 15495 -002.35
07 09 1572 5.73174.67 173.00 52.75 26 22 026 20 135.93 -009.68
08 07 1185 5.91169.29 181.00 50.69 55 55 018 25 143.46 -008.61
09 16 2470 6.48154.38 153.00 53.59 40 34 108 27 138.49 -002.12
10 07 1143 6.12163.29 181.00 50.41 54 55 019 26 167.14 00-1.28
11 10 1752 5.71175.20 172.50 55.19 39 32 037 24 227.40 0-11.59
12 02 0371 5.39185.50 185.50 60.50 65 65 001 33 125.00 -121.00
13 07 1149 6.09164.14 182.00 70.25 58 56 024 36 11250 -017.21
14 05 0876 5.71175.20 168.00 55.76 49 52 009 24 130.00 -022.60
15 07 1218 5.75174.00 162.00 48.33 38 38 014 22 146.89 -009.04
16 07 1332 5.26190.29 213.00 43.60 27 32 013 21  149.57 -013.57
17 05 0935 5.35187.00 186.00 65.08 53 54 010 28 207.40 0-10.19
18 04 0641 6.24160.25 127.00 85.34 56 55 008 44 099.20 -040.70
19 05 0872 5.73174.40 166.00 16.18 14 16 002 09 18520 00-5.39
20 07 1344 5.21192.00 169.00 81.79 42 34 022 36 191.14 00-0.29
21 18 3051 5.90169.50 167.50 47.11 25 17 109 22 176.53 00-0.82
22 08 1557 5.14194.63 173.50 41.86 24 19 014 19 167.92 00-7.63
23 13 2232 5.82171.69 171.00 76.06 63 68 094 35 179.80 00-1.34

In this instance of ‘educated Southern British’mrnociation, i.e. slightly modified
Received Pronunciation (RP), alternations figuréhattop two ranks, totalling 42%
of the digrams, and therefore have potential fanidication as satisfying the
rhythmic Alternation Constraint; deceleration patte(short-long relations) occupy
rank 3. Analyses with thresholds higher than 10resiacessary for more information
about the Alternation Constraint (see Section 3.4.2
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Figure 5: Top: Mandarin. Bottom: English. Duration DifferenGeken sequence
(above) and top-suspended Duration Bars (belowhtdun is represented by both
width and length; scaling is dependent on lengtsytibles in the transcription.

Table 3:4durtoken rank and frequency analysis.

Rank Percent  Count Token digram
1 22% 60 /\
2 20% 55 \/
3 11% 31 \\

3.3.2.4 Time Tree# further non-traditional visualisation is thene TredGibbon
2003), which groups items iime Groupsnto binary trees based on the alternation
properties of syllables. Th&ime Treeinduction algorithm follows a deterministic
context-free bottom-up left-right shift-reduce parschedule. The grammars use
Adurt andAdur tests on annotation events in order to inducetyypes ofTime Tree
with ‘quasi-iambic’ (decelerating, rallentando) st@ituents, and ‘quasi-trochaic’
(accelerating, accelerando) constituents, whewgiggl constituents inherit the longest
duration of their smaller constituents. In Figura 8ime Tree constructed over the inter-
pausal group ‘about Anglican ambivalence to thé®riCouncil of Churches’is shown
in nested parenthesis notation. The example imtéloen the Aix-MarSec English
corpus (Auran et al., 2004).

The purpose of generating Time Tree output isppstt study of the relation between
temporal hierarchical structures and grammaticalstuents in a systematia
posteriorimanner, rather than simply looking for timing @ates of higher level units
such as feet or other event types inaapriori prosodic hierarchy framework. The
example in Figure 6 shows a number of corresporegenith grammatical units at
different depths of embedding, e.g. ‘about’, ‘Bifiti, ‘Anglican ambivalence’, ‘about
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Anglican ambivalence’, ‘Council of Churches’, ‘taet British Council of Churches’,
including foot sequences of Jassem'’s ‘Anacrusiardv Rhythm Unit’ type.

( ( (@ bauUt)
( ( ({N glI)
(kn {m))
(bI vl1@ns)))
( ( ( (te De)
(brI tIS))
( ( kaUn
( s1
(@v tS3:)))
tsiz))
PAUSE) )

Figure 6: Automatic prettyprint of a quasi-iambiime Treein nested parenthesis
notation.

Crucially, Adur token patterns an@lime Trees(unlike standard deviationPIM,
PFD, rPVI, nPVI) use signed, not unsigned duration differenced,may therefore
claim to represent true rhythm properties. In ezase, the minimal local difference
threshold setting applies, determining the degreéfuzziness’ in the distance
measurement used in representing duration relations

A detailed summary chart of the overall statistiesgiven in Figure 7. The
numerical informtion in the chart contains averagesr the individual Time Groups,
and also provides correlations between the diffemeasures.
3.3.2.5 Wagner Quadrant GraphBhe main further visualization provided by the
TGA is the Wagner Quadrant Graph (Wagner, 2003¢ater plot which reflects the
signed z-scores of duration differences rather than absolute magnitude of
differences. The signed differences and z-scores,fmeanduration— duration) /
standard deviationwere used in order to preserve comparability afadin the
context of a critique of the PVI model, which usésolute magnitudes and raw data.
The scatter plots show the duration z-scores @fcadit syllables on the X and Y axes
(cf. Figure 8).

The differences between Mandarin and English sidldiration dispersions are
shown very clearly. Mandarin syllable durations exkatively randomly dispersed
around a range of durations in an area limited pgreximately two z-scores,
reflecting a lack of structuring into larger ursisch as feet. English syllable durations
are distributed in an L-shaped formation, with achnlarger dispersion and a large
cluster of relations between shorter neighbourjigisies in the bottom left quadrant,
presumably correlating with sequences of unstressfidbles, as well as a fair
number of long-short and short-long syllable pairglicating a higher level of
structuring, e.g. into feet. There are very fewghbong syllable pairs.
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Summary table of global and accumulated TG duration functions (some do make sense...)
Time Group criterion: pausegroup, local threshold: 10, Min valid TG length: 2
Only inter-pause intervals measured; pauses not included

Overall duration: 48504 Overall raw longer, ms: 15401 Overall raw shorter, ms: 14521
Overall min: 20.00 Overall max: 990.00 Overall range: 970.00
Valid Time Groups: 34 Overall rate/sec: 5.67

Components: global tendencies

Overall mean: 176.38 Overall median: 150.00 Overall SD: 113.58
Overall npyvi: 62.00 Overall intercept: 156.12 Overall slope: 0.15
Mean of means: 182.18 Median of means: 176.70 SD of means: 34.75
Mean of medians: 168.68 Median of medians: 160.00 SD of medians: 40.88
Mean of SDs: 90.02 Median of SDs: 86.16 SD of SDs: 39.87
Mean of nPVIs: 60.00 Median of mnPVIs: 51.00 SD of nPVls: 17.91
Mean of intercepts: 143.59 Median of intercepts:  130.80 SD of intercepts: 71.16
Mean of slopes: 10.65 Median of slopes: 11.86 SD of slopes: 41.10

Components: correlations

mean::TGdur: -0.190 median:: TGdur: -0.427 SD::TGdur: 0.230
nPVIL: TGdur: 0.097 slope:: TGdur: 0.061 intercept:: TGdur: -0.178
nPVI::mean: 0.128 slope::mean: 0.028 intercept::mean: 0.503
nPVI::median: 0.026 slope::median: 0.005 intercept::median: 0.310
nPVI::SD: 0.383 slope::SD: 0.051 intercept::SD: 0.229

Figure 7: Screenshot of global statistics over a sequencgerpausal units.

Wagner Quadrant z-score plot of pairwise durations
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Wagner Quadrant z-score plot of pairwise durations
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Figure 8: Wagner Quadrant Graphs for Mandarin and Engliglatgg durations in
similar reading genres.

3.3.2.6 Reformatted data and analysis outpAtsiumber of additional options are
provided for converting the input data and cal@datalues (e.g. duration differences,
z-scores, DDTs, statistics) into character sepdratdue (CSV) formats, which are
convenient for further processing with spreadshaetlsother statistical tools. One of
the CSV outputs, whether derived from a Praat ov @fput format, has a format
identical to a CSV input format, tested by ‘recgglias input to the TGA, leading to
identical outputs for all analyses.

3.4 Application in phonetic studies as TGA evaluatin

3.4.1 Overview.The TGA online tool has been used in a numberubfiphed
studies, which may count as a form of functionaleation of the tool. The most
interesting applications have been in studies dfv@aand non-native varieties of
Mandarin Chinese, but other applications have eade to genres in English, to
Polish and to the Niger-Congo language Tem (ISO-38€h), a language of Togo
(Klessa et al., 2014; Gibbon et al., 2014; Yu, 2043 & Gibbon, 2012, Yu et al.,
2014, 2015).

In the following subsections, two constrastive sadare outlined, on native vs.
dialect-accented Mandarin, and on the proficieewels of Mandarin L2 non-native
vs. native L1 English pronunciation.

3.4.2 Dialect-accented Mandarin vs. Standard Beijim Mandarin. A pilot
annotation mining experiment was undertaken witlordings of 6 speakers (3 from
the Hangzhou area and 3 from Beijing) reading addan Chinese translation of the
IPA standard text ‘The North Wind and the Sun’ giairom the CASS corpus.

Time Tree (TT) relations (Gibbon 2006) over intergal groups were investigated.
The following brief example shows a quasi-iambic (Fdpresented as bracketing) of
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the Mandarin utterance “zhe4 shilhou5, lu4 shaaigblé5 ge4 zou3 daor4 deb5” (at
that time, on the street came a traveller), anchenmatical bracketing:
Quasi-iambic TT (the numbers represent tones):

(((zhe4 (shi2 houb)) (((lu4 shang5) (lai2 (le5 (gexu3)))) daord)) (de5
PAUSE))

Grammatical bracketing:
((zhe (shi hou)), (lu shang) ((lai) (le) (ge) (zdaor de)))

A comparison of the TT bracketing and the gramnahbcacketing (shi2 hou5) and
(lu4 shang5) in the TT correspond to the words {shi) and (lu shang) in the
grammatical bracketing.

Different trees were constructed based on diffelecal thresholds for syllable
duration differences, from 10ms to 220ms. Relatiostsveen the different trees and
words of one or more characters/syllables weresitiyated. The percentage of
agreement between tree constituents and wordevensim Figure 9 as a function of
duration difference thresholds (DDTSs), for threentghou dialect speakers (HD) and
three Mandarin (MD) speakers.

Below a duration difference threshold of about 5§ porrespondences between
syllable groups and words are low, and are comparamong speakers.
Correspondences gradually increase and begineogwintil about 100 ms, where they
rapidly increase and interesting patterns emerfecérrespondences for Beijing
Mandarin remain similar as thresholds move bey@md$ (2) for the Hangzhou variety
they are more diverse, as would be expected impagdson between a standard accent
(Beijing Mandarin) and a non-standard regional atfitdangzhou Mandarin).

110

+ 100

g an

i 90 T
. 10 -- HI-Z
L -3
b 50 -1
3 an I
j 50 I Iai]

20
10

Figure 9: Relations between duration-based syllable growpiagd words for
speakers of Beijing and Hangzhou varieties of Mandahinese.

3.4.3 Chinese EFL learners vs. English native speails. Speech recordings of
20 Chinese L2 speakers and 10 English native speakere used. First the
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proficiency of the non-native speakers was gradedxpert native and non-native
English teachers intpoor, mediumandadvancedgroups. Using the TGA, the data
time-stamps in the annotation files were then frtinvestigated for temporal

properties nPVI and syllable rate and temporalepast The results are shown in
Table 4. The variability of both male and femalern@ke learner groups are clearly
functions of the proficiency level, while the pr@éncy of the female learners is
somewhat higher by these measures.

Table 4:Summary of mean variability and mean syllable fatdemale (F) and male
(M) reader groups.

F:nPVI F:syllrate M: nPVI M: syll rate

Ch L2 poor 56 4.2 59 4.3
medium 62 4.7 65 4.9
advanced 73 6.3 - -

Eng native 73 5.3 73 4.8

Wagner Quadrant graphs were constructed with tine skata, and show interesting
differences in the distribution of adjacent sylturations (Figure 10). The important
feature of the figures is the overall distributishape, not the details. The low
proficiency speaker shows a random distributiomatdies through the four quadrants.
The English native speaker, on the other hand stemdluster values in the shorter-
shorter, shorter-longer and longer-shorter quadrdhé overall pattern is L-shaped,
with larger dispersion range. The advanced Chisgseaker also shows an approximate
L-shaped distribution, but small dispersion rangee L-shaped distributions reflect
anisochronous syllable timing in English, and thestering in the shorter-shorter
quadrant could be interpreted as sequences ofegsstt syllables, indicating non-
binary foot structures. Further research is netulgn/estigate this claim.

Additionally, duration difference token (DDTh-grams were investigated.
Percentages for purely alternating quadgrams aimgjgums were calculated for each
speaker (Table 5). The number of strict quadgrderrations appears as a function
of proficiency. Quingrams show no obvious tendefi¢ye non-natives have far fewer
strictly alternating sequences than the Englisivaapeakers.

Finally, percentages of time-tree/grammar matchietgveen Chinese L2 learners
and native speakers were compared in respect ahimgtand proficiency. Results
are shown in Table 6; matchings and proficiencyedate,r? = 0.955p < 0.01.
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3 Wagner Quadrant z-score plot of pairwise durations (TGA)
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4 Wagner Quadrant z-score plot of pairwise durations (TGA)
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Figure 10: Automaticallgenerated WQ graphs for Chinese L2 English, georale;
Chinese L2 English, advanced, female; native spe@8A), female (dispersion
shapes are important in the figures, not details).
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Table 5:Temporal quadgram and quingram alternation.

F:4-gram F:5-gram M: 4-gram M: 5-gram

Chinese poor 4.5 1.7 5.1 02.6
medium 8.5 4.3 2.3 08.5
advanced 51 5.8 - 12.2

English native 2.6 2.4 - 09.8

Table 6:Average Time Tree - grammar correspondences.

female male
Chinese poor 65.80 67.08
Chinese medium 72.40 69.20
Chinese advanced 75.40 -
English native 77.00 76.95

4 Summary and outlook

The present contribution provides an overview dévant methodologies for
analyzing temporal structures by means of annetatiming with annotated speech
data leading to the specification, design, impletaigon and application of an online
tool, Time Group Analyzer (TGA), for the supportlisfguistic phonetic analysis of
speech timing, using time-stamped data, are destriibhe online tool provides
extensive basic statistical information, includiimgar regression (for duration slope,
I.e. acceleration and deceleration) and correlati@miween the different statistics over
sets of Time Groups defined as interpausal unitsdyramic (accelerating or
decelerating) units. Three innovative visualizasi@re introducedAdur duration
difference tokens; top-suspension column charts\fand Adur visualization, and
Adur basedlime Trees which are represented as nested parentheses.

Informal evaluation of usability by four trainedgteticians and field evaluation is
demonstrated by successful use in published stuaiegell as adoption of modules of
the TGA tool in software by other developers (Amti@nPro, SPPAS, this volume).
The TGA tool reduces previous analysis times faring time-stamped annotations by
several orders of magnitude and supports the afmient of insightful results.

An offline version of TGA for processing large atation corpora rather than
single files is undergoing testing, and furtherdtimns such as box plots for timing
distributions are in progress.

We anticipate further applications in the L2 teagHiield for materials design and
proficiency testing, and for the development of glsdor speech technology. Other
disciplines which use duration metrics, such asrfsic phonetics, clinical linguistics,
dialectometry, stylometry and language acquisitéoa,also expected to benefit from
the efficient methodology provided by the TGA.
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Abstract

Pitch analysis tools are used widely in order tasoee and to visualize the melodic
aspects of speech. The resulting pitch contoursseave various research interests
linked with speech prosody, such as intonationabnplogy, interaction in
conversation, emotion analysis, language learnimgsénging. Due to physiological
differences and individual habits, speakers terdiffer in their typical pitch ranges.
As a consequence, pitch analysis results are matyal easy to interpret and to
compare among speakers.

In this study, we use the Praat program (Boersnviie&nink 2015) for analyzing
pitch in samples of conversational Finnish speecti we use the R statistical
programming environment (R Core Team, 2014) forther analysis and
visualization. We first describe the general shapkshe speaker-specific pitch
distributions and see whether and how the disiohstvary between individuals. A
bootstrapping method is applied to discover theimmah amount of speech that is
necessary in order to reliably determine the pitedan, median and mode for an
individual speaker. The scripts and code writtantlie Praat program and for the R
statistical programming environment are made alklander an open license for
experimenting with other speech samples. The datpseduced with the Praat script
will also be made available for further studies.

1 Introduction

The analysis of the melodic aspects of speechsearéus research interests, such
as intonational phonology, speech communicationteractional linguistics,
interactional sociology, emotion analysis and laggilearning. Relative pitch levels
and patterns can be connected with many languaggfieginguistic functions, such
as intonation, stress, (sentence) accent or lexmats. In conversation, subtle
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variations in pitch have been shown to convey,eample, turn-taking or turn-

yielding intentions (Duncan, 1972; Ford & Thompsb896; Szczepek-Reed, 2004),
sequence organization (Kaimaki, 2010; Persson 2@ifgymation status (Breen et
al., 2010) and confidence (Scherer et al., 1973).

The pitch range of a speaker depends on physia@b@iitze, 1989) and psycho-
social (e.g., Cartei et al., 2014; Munson et &15) factors and can serve as an
identifying characteristic of the speaker (Kinoalat al., 2009; Munson, 2007). Due to
this variability, theories of intonational phonojogsually work with relative pitch
levels or excursions within utterances (see, bagld, 1996 for a detailed discussion)
and not absolute pitch. Moreover, the functionghBicance of pitch in conversation
depends not only on its absolute levels but largeligs relation to the speaker-specific
pitch range (e.g., Couper-Kuhlen, 1996). In otherds, what counts as high or low
varies by speaker (Leather, 1983; Moore & Jongmi®97). These insights are
supported by empirical research showing that lesteare capable of locating the pitch
of a given speech sound within the speaker’s ram@ut external context or previous
exposure to the speaker’s voice (Honorof & Whe2@05). Thus, in order to analyze the
pitch of a given speaker, itis necessary to rél#enis or her typical pitch range.

Since the present study deals with perceptual elative properties in speech, we
prefer to use the terpitchinstead of the acoustic concept of fundamentglieacy fo)
in this work. The choice of scale plays an impdrtate in analyzing pitch variation.
Fundamental frequendy, which correlates non-linearly with the perceiygtth in
voiced speech, is measured and reported as abgalués in Hertz scale. Traunmuller
and Eriksson (1995) provide an overview of previeyorts concerning tliganges of
male and female speakers. They point out that wihefyrange is expressed in the
absolute Hertz scale, female speakers appear ilnitexvider range than men, but the
difference more or less disappears when the dateaverted into semitones. When
expressed in semitone scale, the overall shap#sbdistributions appear to be similar
between speakers (Lennes, 2007) and even betwiésnedi languages (Lennes et al.,
2008). Thisis not surprising, since humans hawéai vocal organs, and the vocal folds
can only be stretched within certain limits. Moregwduring modal phonation, it is not
possible to instantaneously jump from low pitcthigh pitch or vice versa, but the
speaker will have to glide through the intermedstieh levels.

The aim of the present work is to investigate thaegal distribution of pitch in
conversational Finnish speech and to discover thiemam requirements for obtaining
reliable statistics of speaker-specific pitch ramd®e will first calculate and describe
the pitch distributions of 40 Finnish speakersvergday conversation, pinpointing
some factors that may affect the typical distributshape in individual cases. Using a
bootstrapping method, we will then attempt to datee the minimum amount of
samples thatis required in order to calculatertban, median or mode.

We invite other researchers to replicate the resantd to extend and improve the
method. For these purposes, the code for PraatRarak well as the pitch data
produced for this study, will be shared online unde open license. Our actual
workflow is described more explicitly in the documt&ion of the scripts. Since the
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tools may be of interest to readers without a bemlkgd in phonetics, we will first
briefly describe how human speakers may vary iit greferred pitch ranges and how
automatic pitch analysis generally works.

2 Background

Speakers tend to differ in the pitch region thayally employ during speech. This
variability in preferred pitch is partly due to amaical and physiological differences.
On average, men have longer and thicker vocal tblals women (e.g., Titze, 1989).
This is largely why female speakers tend to speakhigher pitch than male speakers.
Similarly, small children tend to use a much higbiezh region than adults.

In addition to the aforementioned physical differes, people also exhibit culture-
specific and idiosyncratic ways of using their \while speaking or singing. Some
speakers may be perceived to have “lively” voicebgereas others may sound
“monotonous”. This may mean that some speakers @mialrger pitch ranges,
whereas others prefer to keep their pitch clogbeo personal level of comfort. On
the other hand, some speakers creak almost dlhtkewhereas others use a breathy
voice quality or one that may sound like falselitovarious medical conditions or as
a consequence of a surgical treatment affectingughper airways, the pitch of a
person's voice may change significantly. All in abice and pitch are an important
part of a person's self and identity.

Since people are apparently able to estimate thergkheight of each others'
voices almost instantly, it is likely that this inggsion is not based on, e.g., the highest
and lowest pitches, which would vary from one atihere and situation to the next.
Instead, listeners are more likely to “tune in'the pitch region that the speaker uses
most of the time. In music, the typical, most cortdble pitch range of a singer is
sometimes referred to as ttessitura

Thus, in order to be able to compare speakerdiglid is necessary to determine
the typical or preferred pitch range of a particidpeaker. However, this is not a
technically straightforward task. The automatic lgsia of pitch or fundamental
frequency in speech does not always provide dattacn be easily interpreted and
compared among speakers. In addition, poor techauzdity of the speech material
can distort the analysis result. In order to gaupible data, researchers need to be
aware of the general properties and inherent ltioita of the pitch extraction
algorithm that is being applied.

2.1 Automatic pitch detection

In automatic pitch analysis, the voiced portionsg#ech are expected to represent a
single quasi-periodic sound source. This is truedordings where only one speaker is
speaking at a time and the speaker's vocal foless/i@rating normally and rather
steadily. Pitch analysis is usually tuned so gsdk up the fundamental frequenigy
which usually corresponds to detecting the presandefrequency of the slowest, at
least nearly periodic component in the complex atosignal. At least during modal
(regular) phonation, th&thus reflects the frequency of the glottal pulses, the
repetitive opening-closing sequences of the vaddsf
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There are various methods available for automatichpextraction and for
representing the resulting pitch contours. In thigdy, we apply the standard
autocorrelation method available in the Praat mogfthe commando Pitch..).
This method is often used for studying intonationspeech, whereas the cross-
correlation algorithm, also available in Praatsusted for special purposes, such as
voice analysis. In practice, both algorithms calteila sequence of pitch values using
short, partly overlapping time windows or framesrasted from the original audio
signal. The resulting values can be plotted asch gontour as a function of time, or
they may be further analyzed.

Since the larynx and the articulatory organs amdydeld completely steady during
speech, the frequency structure of the speechlstgaages practically all the time.
Each analysis window may include speech that ig janitly voiced and/or where the
is changing. In order to be able to select the tyestost plausible candidate among a
number of all possible pitch candidates within eatdilysis window, the pitch algorithm
requires the user to supply the minimum and maxifmaquencies prior to the analysis.
These parameters can be adjusted according tapketed frequencies for a particular
speaker or for specific analysis purposes. Themini frequency parameter defines
the duration of each analysis window. In ordeltiedt a low,, where the glottal periods
are relatively long, the analysis window needstavtaler than for a high. However, in
case the minimum parameter is set too low, the ardgysis frame will conceal fast
changes in thé. In addition, users can also adjust more advapeedmeters that
control the tolerance for abrupt pitch changes betwconsecutive analysis frames.
These parameters are used in the pitch algoritimee filuman speakers are not able to
shift the pitch of their voice up or down at anitielsy rate. Nevertheless, itis to be noted
that even if all the parameters are set in an apate way, external noises and
overlapping speakers may distort the result.

Non-modal phonation, such as creaky voice, occuite drequently in everyday
talk (Ogden, 2001; Gobl &1 Chasaide, 2003; Yuasa, 2010). Irregular periodumit
two simultaneous glottal modes of vibration mayuwaduring creaky or glottalized
phonation, and they are difficult to analyze cotesidy with the standard pitch
algorithms. Such events will often result in migswalues, potentially erroneous
values with halved or doubled frequency (often mref@é to as “octave jumps”), or
other outliers in the pitch curve. In these caids,still possible to perform a partly
manual analysis in Praat in order to check thelteBhis can be accomplished for
instance by editing a Pitch object. AlternativedyPointProcess object can first be
generated from the Pitch and the corresponding bobject. Next, the locations of
the automatically detected pitch periods can beddi the PointProcess editor, after
which the PointProcess can be converted back ticch Bbject. Manual editing is
applied for instance in the ProsodyPro system, lviédntended for the analysis of
pitch contours on more large-scale material (XuL3)0However, manual work is
time-consuming, somewhat subjective, and error@r@n the other hand, it would
be efficient to analyze large amounts of data itthbanode, but even if the pitch
analysis parameters are individually adjusted fache speaker, it may not be
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ultimately possible to avoid the halved or doubitedquency values. It would be useful
to be able to automatically discover which regiohthe pitch distribution are likely
to represent the speaker's modal voice and whidh pee potentially less reliable.

3 Material

We built our analysis on two corpora of conversalospeech. The FinDialogue
corpus, a part of the larger FinNINTAS corpus, coistden conversations (five male-
male dyads and five female-female dyads) betweemgonative Finnish-speaking
adults. The patrticipants in each dialogue knew edlclr well. The dialogues were
recorded in an anechoic room using high-qualitydeeamicrophones (AKG HSC-
200 SR). The two speakers in each dialogue wenegs# few meters apart and facing
opposite directions. They were instructed to cregly for 45-55 minutes either on a
few given topics or on whatever they felt like tatikabout. Each speaker's voice was
recorded with a DAT recorder (Tascam DA-P1) ongasate track in a stereo file and
downsampled to a rate of 22050 Hz (sample sizeit}6Thus, it was possible to
analyze each speaker's voice in isolation whenimredjuT his corpus will be referred
to as Corpus A.

The other collection of conversational Finnish gieevhich we shall call Corpus
B, consists of shorter dialogues with 8 adult fenaaid 8 adult male speakers (3 male-
male dyads, 3 female-female dyads, and 2 male-teohads). The dialogues were
recorded in various conditions using one or tworapbones. The dialogues included
two mundane telephone conversations (2-3 minuteb)eéwo informal planning
interactions in a workplace setting (5 minutes a2@ minutes), and three
conversations, where the participants were engegagbint decision-making task in
an experimental setting (2-4 minutes each). Thalsgs are referred to with a number
preceded by the letter F for female and M for nspleakers.

4 Analysis

The analysis procedure of this study was implenteagetwo main scripts: one for
collecting the pitch data from the original audled in Praat, and the other for running
various analyses on the pitch data and for plottigfigures using the R statistical
programming environment. The two scripts are abéland documented on GitHub
(Lennes, 2016).

Using a Praat script (see Lennes, 2016 for a @ettdiéscription), all the audio files
were analyzed with the standard, autocorrelatisetigitch algorithm available in
Praat. The distance between consecutive analymise was set to 0.02 seconds,
resulting in 50 observed pitch values per secoridérmeasured data.

In a first analysis pass, the default minimum frergey parameter was set at 50 Hz
and the maximum at 600 Hz. (The default parametensbe changed in the Praat
script for other experiments.) These parameterddivoel too far apart for almost all
adult speakers, i.e., the minimum would be cleddiow the lowest fundamental
frequency that most male speakers would tend tpamskthe maximum value would
exceed most of thie values of female speakers. The intention was teset settings

39



would be likely to create anomalies in the inigath data. After this first analysis pass,
speaker-specific minimum and maximum frequencieseweanually determined by
inspecting the pitch distributions in R and by kg and generously delineating the
pitch cluster with the highest density in each ribstion. The speaker-specific
parameters were applied in the second analysisgmaas not to include extremely
low or high pitch values.

In total, three different datasets were obtaineataBet 1 was calculated from raw
audio using the default minimum and maximum paransef his type of analysis can,
in principle, be done for any audio file withoutdwming anything of the speaker(s),
although the results will not be reliable. Data®awas produced by applying the
speaker-specific pitch parameters to analyze theatadio. This way, it was possible
to see how the pitch distribution was affected tethier the minimum and maximum
parameters were set individually or not. In ordesdve some disk space, all undefined
pitch values were excluded from these first twoadats. It should be noted that
Datasets 1 and 2 are considered as experimentaéheyavill not be useful for audio
files that include more than one speaker. Datasets3calculated from the annotated
corpora so that only those parts of the audio $sgmare analyzed where the speaker
in question was actually speaking, according tautiterance-level annotations in the
TextGrid files. Dataset 3 was used for comparirngp&pr-specific distributions.

The frequency values from all the individual anedyffsames obtained for all three
datasets were automatically written to data tafddmilated text files) in both Hertz and
semitones with respect to the frequency of 100HdeDataset 3, a total of 489,485 pitch
analysis frames, including 277,384 voiced onesgewecorded. A pitch difference
expressed in semitones corresponds to the respeatisical interval, which makes the
data easier to read and interpret. For instanadifference of 12 semitones (ST)
corresponds to an octave, an interval of 7 ST spords to a perfect fifthand 5 ST to a
perfect fourth. In this article, all pitch valuespeessed in semitones are provided
relative to 100 Hz, unless another reference levebmparison is mentioned.

5 Results

The analysis continued by visualizing the generedperties of the pitch
distributions for each individual speaker. Since a@wm was to estimate the shape of
the overall pitch distributions of individual speak and since pitch and frequency are
continuous variables, we first plotted the prolisbilensity curves for all speakers
and for all three datasets for inspection. A dgnsiivt is a continuous version of the
more familiar histogram.

5.1 Probability density

The pitch distributions for one female speaker {FXorpus A) are plotted in
Figure 1. The analysis calculated from the unanedtaudio (Dataset 1) is indicated
with a dotted line, Dataset 2 with a dashed limel Bataset 3 with a solid line. It is
observed that the main distribution is skewed ¢éorthht. The speaker generally stays
around her typical pitch level (mode = 9.8 ST, H#, but she sometimes goes
approximately 6 semitones below or 12 semitoneseber mode. Since the audio
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signal was of high technical quality, this is prblyavhy there is very little difference
between the Dataset 1 distribution, calculated fr@w audio with the default
parameters, and the result of the more speakerfispatalysis in Dataset 3.
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Figure 1: The probability density function of the pitch vetu obtained from
conversational speech recorded from one femal&kepéa3 in Corpus A). The mean
pitch (11.27 semitones above 100 Hz) is indicat@tl & red vertical line, median
(10.6 ST) with blue and the pitch mode (9.68 SThwigreen line. The corresponding
values in the absolute Hertz scale are 195 Hz,H84nd 174 Hz. The dotted line
represents the pitch distribution obtained from eawlio (Dataset 1), the dashed line
is the distribution calculated from raw audio witlanually defined speaker-specific
parameters (Dataset 2), and the solid line reptesée data calculated within
annotated utterances only (Dataset 3).

Another example of the pitch distributions is shoiwrFigure 2 for the female
speaker F23 in Corpus B. In this case, Datasetlidas an external low-frequency
noise. The total amount of data for this speakexsmaall (2282 samples in Dataset 3),
which is probably the reason why the distributionkds more irregular than that of
speaker F3 (12640 samples).
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Figure 2: The pitch distribution of the speaker F23 (Cor@)s whose recording

contained a constant, low, humming background retiseound 50 Hz. The effect of
the noise is prominent in the raw overall pitchtritisition (Dataset 1, dotted line),
where the minimum frequency parameter was set &z50

The number of pitch frames analyzed for each spdakarovided in Table 1. A
summary of their individual pitch statistics in Baét 3 is provided in Table 2. As a
general observation, it is seen that the pitch nfodthe maximal data in Dataset 3 is
in most cases (for 33 speakers out of 40) locagdalbthe median, which in turn is
usually below the mean pitch for each speaker. ¢higirms that a majority of the
distributions are skewed to the right. Only seveeakers (F1, F21, M4, M5, M21,
M22 and M26) are different in this respect. M4 hasalmost symmetric distribution,
and M5 is even slightly skewed to the left. Bothtleém creaked quite extensively.
M21 and M22 exhibit bimodal pitch distributions, ieln may be due to the technical
quality of the audio, perhaps overlapping speec@6 Mas a relatively flat and
irregular distribution.
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Table 1:The number of pitch frames recorded for each®#hspeakers in Dataset 3.
The speakers of Corpus A are shown in the two egtngolumns, and speakers in
Corpus B in the rightmost ones.

Speaker N Speaker N Speaker N Speaker N
OF1 16335 OM1 13387 F21 17296 M21 10139
OF2 15669 OM2 13409 F22 04757 M22 07712
OF3 12640 OM3 12144 F23 02282 M23 04900
OF4 15455 oM4 21201 F24 07829 M24 02790
OF5 14563 OM5 15405 F25 08424 M25 02729
OF6 19197 OM6 14313 F26 08846 M26 05053
OF7 15506 OM7 19685 F27 12056 M27 02397
OF8 15615 OM8 16024 F28 17702 M28 08638
0F9 15778 OM9 21053
F10 09725 M10 10216
F11 15921 M11 19740
F12 14737 M12 08217

5.2 Establishing a reference pitch for comparing sgpakers

Figure 3 shows the pitch densities of all 40 spesakeDataset 3. It is observed that
male speakers tend to have lower pitch than femadeieh is hardly surprising. The
overall mean pitch in Dataset 3 was 191.3 Hz (8I.8for female speakers and 117.5
(2.2 ST) for males, with all speakers pooled. Theasponding standard deviations
were 44.6 Hz (3.8 ST) for females and 33.0 Hz @B for males. The pitch
distributions for the individual males form a clerisaround 100 Hz or below, and most
of the distributions for females are centered auali50-200 Hz. However, there are
also 6 male and 2 female speakers with more cleadylapping distributions whose
modes are located between 100 and 150 Hz. It s mlott uncommon for the two
genders to exhibit similar pitch. Another importahiservation is that the shapes of
these primary distributions exhibit at least roygkimilar properties: usually one
peak, generally similar width, and the distribu@re more or less right-skewed.

In order to compare the way different speakersatheir typical pitch range, it
is possible to shift the pitch distributions overck other by referring the semitone-
scaled pitch values to the speaker-specific mddssg the semitone scale and the
mode as the common anchor point enables us to certipaidetails of the individual
distributions, while no information is lost abobetperceptual distances of the pitch
values. The result is shown in Figure 4.

Figure 5 shows a histogram of the mode-referrechpitalues pooled for all 40
speakers in Dataset 3, supplemented with the guneting probability density curve.
The pooled mean of mode-referred pitch was 1.14s$73.36 ST, median 0.61 ST).
In the histogram of the pooled data, the probabitit the bin with the highest
probability (-0.5-0.5 ST) was 0.17 (17 %). The sointhe probabilities of the bins
between -2.5 ST and 4.5 ST was approximately 0.77.
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Table 2:Summary statistics of the primary pitch distribas for 40 speakers (Sp.) in
Dataset 3.

Sp. Mode Median Mean Stdev
ST Hz ST Hz ST Hz ST Hz

F1 10.29 165.84 10.23 180.59 10.55 186.35 2.73 31.85
F2 0947 172.06 09.64 174.49 10.00 180.35 2.63 29.69
F3 09.68 174.38 10.60 184.48 11.27 194.85 3.03 37.30
F4 1129 189.61 12.86 210.23 13.36 221.05 3.50 48.64
F5 12.03 198.85 1294 211.21 13.21 21645 2.30 30.51
F6 09.59 172.85 10.47 183.08 11.12 194.11 3.39 43.01
F7 09.97 177.08 10.64 18491 11.27 19434 272 3574
F8 09.69 173.93 1124 19146 1181 202.78 3.73 48.71
F9 07.89 156.78 08.88 167.01 9.48 17596 3.14 3592
F10 03.06 118.57 03.61 123.19 3.90 127.05 285 22.83
F11 06.05 137.95 06.31 144.02 6.65 14853 2.60 23.83
F12 07.06 150.13 07.42 15351 7.65 156.72 2.01 20.19
F21 13.79 192.77 13.09 21294 13.24 217.74 2.75 37.12
F22 10.73 184.95 11.28 19185 11.78 201.13 3.25 40.83
F23 12.03 200.33 1256 206.63 12.77 211.2 2.49 30.66
F24 10.44 182.09 11.19 190.84 1191 202.25 299 40.26
F25 09.95 176.42 11.75 197.12 1256 213.03 4.19 56.82
F26 13.04 210.59 1359 219.23 1395 229.00 3.63 51.17
F27 08.79 161.00 09.56 173.74 10.15 183.16 3.25 38.96
F28 09.00 166.97 10.05 178.72 10.71 189.75 3.53 41.96
M1 -1.22 093.09 -0.07 099.61 0.60 106.08 3.60 27.57
M2 -0.50 096.65 0057 103.34 1.15 108.60 3.05 21.10
M3 -0.55 096.37 00.73 104.33 1.65 112.67 3.66 26.69
M4 06.80 14751 06.79 14798 7.06 152.78 3.03 29.65
M5 -0.49 09556 -0.85 09519 -0.32 10491 549 5294
M6 01.76 110.22 02.76 117.27 3.31 123.75 3.49 28.50
M7 -1.45 090.50 00.08 100.44 0.77 107.24 3.75 27.06
M8 -6.01 069.79 -593 071.00 -554 07423 349 17.14
M9 04.45 128.15 04.81 132.05 5.16 136.33 2.65 21.79
M10 -3.07 083.35 -1.40 09223 -0.74 097.53 3.17 20.10
M11 -0.04 098.49 0142 10852 216 116.59 4.01 29.92
M12 04.64 130.14 05.23 135.23 5.64 140.03 249 2231
M21 02.08 112.21 0156 109.40 143 111.37 3.85 2548
M22 0449 11249 04.34 12851 444 131.28 3.04 23.74
M23 01.26 106.74 0243 115.07 2.86 119.52 2.77 20.52
M24  -1.03 093.87 00.14 100.81 1.18 109.72 3.71 26.46
M25 -048 096.75 00.63 103.73 145 110.72 3.19 2271
M26 03.56 110.54 0259 116.17 256 118.09 3.32 23.20
M27 -1.21 092.78 -0.52 097.06 0.05 102.22 3.28 21.30
M28 01.94 111.28 0281 117.63 3.21 12250 3.18 23.55
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Figure 3: The overall pitch densities within annotated attees of 20 male (blue
lines) and 20 female (red) speakers.
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Figure 4: The mode-referred pitch distributions plotted a&ngity curves for 40
speakers in Dataset 3. The zero pitch level reéetlse speaker-specific mode. Male
speakers are indicated with blue lines, femalek weitl.
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Figure 5: The distribution of mode-referred pitch valuesvimiced speech (N =
277,384) for all 40 speakers in Dataset 3. The péaoh level refers to the speaker-
specific mode. The bin width in the histogram seiitone.

Thus, speakers would tend to exhibit pitch levethiw such a span around their
most typical pitch in about 77% of their voiced sge. 95% of all pitch values in
Dataset 3 fall in the bins whose midpoints are tletebetween -4 ST and 8 ST.
Conversely, speakers would hit pitch levels outside span in about 5% of their
speech produced in the modal register. Since thes®bilities are based on pooled
data, they are to be taken as rough approximatidpsakers may differ to some
extent, e.g., in the effective width of the primaitch distribution.

5.3 Technical observations

Pitch analysis provides inconsistent results iresashere several speakers are
captured in the same single-channel sound sigddlxanor more of them are speaking
simultaneously. The analysis for the present stidynot exclude the overlapped
portions, since the amount of audible “crosstalk’these dialogue corpora was
considered relatively small and it only concernddva speakers. However, such an
exclusive feature could easily be implemented anPRnaat script, when it is known
which annotation tiers contain the utterance itdrasshould not overlap.

The audio signal may sometimes contain backgrooisgror electrical disturbances
that can distort the pitch detection. For instantéyo of the dialogues in Corpus B, a
humming noise was detected at the frequency of 5T Ris persistent noise is included
in the analysis of Dataset 1 and thus createstaa peak in the pitch distribution (see
Figure 2 for an example). Since this kind of na@iseurs within a low frequency range
and usually does not overlap with speech frequsnitiight be possible to filter the
noise out without significantly affecting the adtspeech signal.
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5.4 Bootstrapping

In order to estimate the minimum amount of spebahis required in order to obtain
a reliable statistical description of the speaksgifscal pitch range, we applied a
bootstrapping procedure. In statistics, bootstragppefers to any method — usually a
statistic or a test — that uses random resampfiegisting data. Bootstrapping can be
used for calculating accuracy estimates of a (likewestimated) statistic (Efron, 2003;
Efron and Tibshirani, 1994). As such, it is usefinding sample sizes required for the
convergence of a given statistical estimate thgir@ates from an unknown distribution.
In practice, random samples are drawn from a ldsgdy of data. These samples are
then analyzed as if they were regular samples filtenstudied phenomenon. For
instance, it is possible to systematically increses@ple size and repeat the random
sampling a number of times for each sample sizé,faneach of these simulated
samples to calculate the mean. This would provigsoastrap estimate of the variation
of the mean as a function of sample size and giaeway of estimating the sample size
corresponding to a required level of accuracy.

For each ofthe 40 speakers, subsets of consegpitttheralues were randomly drawn
from Dataset 3, beginning with the sample sizeQopifch values (corresponding to 1
second of net speaking time) and increasing th@kasize in steps of 50 values after
each sampling round, either until the speaker leagif samples than 1.5 times the
sample size or until the maximum sample size dd®pitch values was reached. For
each sample size and for each speaker, up to dineowerlapping sequences of pitch
values were drawn from the dataset, depending eth&ha sufficient number of frames
were available for the speaker in question. Orglesidraw in the maximum sample size
was possible for 16 speakers, who were represeiiechore than 15,000 pitch frames.
The means of all the sampled portions from allgiagers are plotted in Figure 6, and
the corresponding modes are shown in Figure 7aipde sizes larger than 3000, fewer
than five draws were possible for most speakersveier, the mean and mode have
mostly converged before this point.

As shown in Figure 6, the standard deviation ofgtheh means is about 2 ST in
small sample sizes, but is reduced into less theaniitone after analyzing 650 pitch
frames (only 12 seconds) or more. For many speatespitch mode also converges
quickly to a rather stable level and the overadindfird deviation drops under 1
semitone after analyzing at least 34 seconds dépesking time. For some speakers
in Corpus B, the overall pitch distribution was bithal, and the location of the primary
mode is unstable, even after three minutes of pedilsng time (e.g., speakers M21,
M22, F21, F27). This phenomenon is visible in thedereferred distributions that
would overlap to a large extent apart from threadie and two male speakers (see
Figure 7). The bimodal distributions might be pagkplained by the type of audio
material. The recordings of the dialogues among M2d F21, as well as F27 and
F28, were noisy, the dialogues were recorded witly one microphone, and the
speakers often overlapped in the signal. The refmonbtaining a bimodal pitch
distribution in M22's recording was less cleahailtgh background noise was present.
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In some cases of Corpus B, the small amount of naatevailable may explain why
the distributions look unstable (cf. Table 1).
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Figure 6: Bootstrapping the pitch mean. At most five seqasncf 50 to 10000
consecutive pitch values were randomly drawn fraanheof the 40 speakers in
Dataset 3. Thameans of all draws are plotted as grey circles relatteethe
corresponding speaker's total mean. The thick csheevs the local mean and the thin
curves show the standard deviation for the meareaath sample size. The values
converge towards the speaker-specific mean ircimptete dataset (zero level).

Figures 8 and 9 show the more detailed density esuin three exemplary
conditions where each speaker is represented byam®m sample of either 1000,
3000 or 6000 consecutive pitch points. In Figurth8se pitch values are shown with
respect to each speaker's overall pitch mean, anae=9 shows the corresponding
mode-referred distributions. The mean of the pitciues for the complete 1000-point
samples was 0.12 ST (standard deviation 1.14 SU%, 8T (s = 0.80 ST) for 3000
points and -0.11 ST (s = 0.43 ST) for 6000 poifitee corresponding mean of the
pitch means was 0.04 ST (s = 0.73 ST) for 1000} 80 (s = 0.44 ST) for 3000 and
-0.08 ST (s = 0.25) for 6000 points.
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Figure 7: Bootstrapping the pitch mode. At most five sequenoe50 to 10000
consecutive pitch values were randomly drawn fraohef the 40 speakers in Dataset 3.
Themodesof all draws are plotted as grey circles relatbe corresponding speaker's
pitch mode in the complete dataset. The thick caingsvs the local mean of the modes,
whereas the thin curves show the standard devifti@ach sample size. Four speakers
(cf. the curves with “additional” peaks in the rigiost panel of Figure 9) exhibited
bimodal pitch distributions, and their primary med® not seem to fully converge even
after 3 minutes of speech is included. These speakatribute to the secondary “row”
of data points below the overall mode.
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Figure 8: Distribution of a randomly selected subset of 108000 or 6000
consecutive pitch samples from 40 speakers. Theh pilues are referred to the
speaker-specific totamhean shown as the black vertical line in each plot.
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Figure 9: Distribution of a randomly selected subset of 108000 or 6000
consecutive pitch samples from 40 speakers. Theh pilues are referred to the
speaker-specific totainode, shown as the black vertical line in each plot.leMa
speakers are indicated with blue lines; femalel vatl.

6 Conclusions

It was confirmed that in a sufficiently large dags majority of the pitch values
measured from each individual speaker tend to beilalited in a roughly similar
fashion. This is likely to reflect the natural med# vibration of the vocal folds and
thus the pitch ranges of probable comfort vs. digfoot for the speaker. The primary
distributions tend to be generally right-skewedisTébservation is consistent with
previous data (see, e.g., Traunmuller & Erikss@35). The skewed distribution may
be at least partly due to the fact that the lemngttme vocal folds sets a natural lower
limit to glottal frequency, whereas humans caneatlexibly stretch their vocal folds
in order to increase the pitch of their voices.

On the basis of these two corpora, it is typicabkfeeakers to exhibit a primary pitch
range that extends about 3-6 ST below and 6-1b8&Weahe pitch mode. Secondary
“bulks” of data may be observed below and/or abthee main range in the pitch
distribution. In case these local modes occudatance of 12 ST (i.e., one octave) from
the main pitch mode, itis to be suspected thatrigféect a tendency of the speaker to use
non-modal laryngeal settings (such as creaky voidalsetto) and/or that the pitch
analysis parameters have not been set in an optiayefior the speaker in question. For
specific research purposes, it may be desiraliedp those results where the speaker's
actual fundamental frequency has potentially bedveld or doubled, since these may
provide information about voice quality changesdme cases, however, the additional
modes may be due to other overlapping speakessiodic background noise and need
to be excluded. The present study paves the wayfibrer research on the effects of
various technical issues on pitch analysis, sucithase of recording equipment,
background noise, overlapping speech, voice qudiffigrences, etc.

The minimum and maximum pitch do not provide aatdk summary of the
speaker's preferred pitch range, since they aréy edfected by non-modal voice
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quality as well as by the selected analysis pamameThe standard deviation of the
bootstrapped means and modes was reduced to &84 themitone after analyzing
about 30 seconds or about 1500 pitch frames ofpeaking time, given that the
analysis parameters were set in an appropriate Waig. may already be accurate
enough for many research purposes. In case issilple to determine the pitch mode
of each particular speaker within a speech conbigsmode is a good reference level
for comparing the ways in which different speakditize their typical pitch ranges.

The tools for the analysis of pitch distributionayrbe applied in various domains,
such as phonological models of intonation or chhieoice assessment. Given that
some aspects in the pitch distributions may belhigeaker-dependent and relatively
stable across different situations, the preseris toay be applicable in the study of
social identity (cf. Pierrehumbert et al., 2004; idan, 2007; Cartei et al., 2014;
Munson et al., 2015) and in the development ofrsie speaker recognition (see
Kinoshita et al., 2009). In terms of external fastthat can affect speech, the tools for
analyzing pitch distributions may be useful in s&gdf the effects of noise on speech
production (cf. Hazan & Baker, 2011; Vainio et &012) or for revealing whether
speakers tend to accommodate their pitch levelhase of other speakers (cf.,
Gregory et al., 1993; 2001; Bosshardt et al., 182ikel and Bulatov, 2012; Garnier
et al., 2013). Our findings will also be of interes the analysis of the sequential
unfolding of spoken social interaction, where titefprange of the participants may
systematically vary according to the position epaken turn within a larger sequence
of turns (Stevanovic et al., submitted) and wheeakers may be seeking to match
each other’s pitch levels according to sequentiatingencies (Szczepek-Reed, 2010;
Stevanovic & Lennes, submitted).
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Abstract

The first step of most acoustic analyses unavojdablolves the alignment of
recorded speech sounds with their phonetic anootafihis step is very labor-
intensive and cost-ineffective since it has to b6fggmed manually by experienced
phoneticians during many hours of work.

This paper describes the main features of SPPASftaare tool designed for the
needs of automatically producing annotations oéspheat the level of utterance, word,
syllable and phoneme based on the recorded speectd sand its orthographic
transcription. In other words, it can automatizeghonetic transcription task for speech
materials, as well as the alignment task of trapgon with speech recordings for
further acoustic analyses.

Special attention will be given to the methodolagplemented in SPPAS, based
on algorithms which are as language-and-task-inugre as possible. This
procedure allows for the addition of new languaggiskly and for the adaptation of
this tool to the user's specific needs. Conseqyetite quality of the automatic
annotations is largely influenced by external reses, and the users can modify the
process as needed. In that sense, phoneticiansinegdatic tools and these tools can
be significantly improved by phonetician input.

Keywords: automatic, annotation, speech segmentation, ingjtial, methodology

1 Introduction

Corpus annotation “can be defined as the practiceaduling interpretative,
linguistic information to an electronic corpus pb&en and/or written language data.
'‘Annotation’ can also refer to the end-product tuk tprocess” (Leech, 1997).
Annotation of speech recordings is relevant for ynsub-fields of linguistics such as
phonetics, prosody, gesture analysis or discouuskes. Corpora are annotated with
detailed information at various linguistic levetsften with the use of specialized
annotation software. Aarge multimodalcorpora become prevalent, new annotation
and analysis requirements are emerging. In ordéetaseful for purposes such as
qualitative or quantitative analyses, the annotatimust be time-synchronized (time-
aligned). Temporal information makes it possibla¢scribe behavior or actions of
different subjects that happen at the same timd, tame-analysis of multi-level
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annotations can reveal levels of linguistic struesu Generally, “different annotation
tools are designed and used to annotate the andigideo contents of a corpus that
can later be merged in query systems or databdsdsiczki & Baiat Ghazaleh,
2013). A number of software programs for manualoation and analysis of audio
and/or video recordings are available such as Tridnes (Barras et al., 2001), Praat
(Boersma & Weenink, 2001), or Elan (Wittenburglet2006), to name but just some
popular ones that are both open-source and maitiepm.

In the past, phonetic study was mostly based oiteldrdata. Currently, phonetic
models are often expected to be built based oadbestic analysis of large quantities
of speech data supported with valid statisticalya®s. The first step of most acoustic
analyses unavoidably involves the alignment of réed speech sounds with its
phonetic annotation. This step is very labor-initemand cost-ineffective since it has
to be performed manually by experienced phonetiaiaquiring many hours of work.
For speech engineers, this labor-intensive taskeassisted by computer programs.
A number of free toolkits are currently availabligh can be used to automate the
task, including the HTK Toolkit (Young & Young, 189 Sphinx (Lamere et al.,
2003), or Julius (Lee et al., 2001). In recent getdre SPPAS software tool has been
developed to automatically produce “annotationscwhinclude utterance, word,
syllabic and phonemic segmentation from a recordedech sound and its
transcription” (Bigi, 2012). In other words, thisfsvare can automatize the phonetic
transcription task for speech materials, as welthesalignment task of matching
transcriptions to the speech recordings for furbdeeustic analyses. SPPAS includes
resources for various languages such as Englistnchr Italian, Spanish, and
Mandarin Chinese. An important feature is that SBFAspecifically designed to be
used directly by linguists (not necessarily skilleggrogramming) in conjunction with
other tools for the analysis of speech. It iFe® software as defined by Richard
Stallman (2002), and distributed under the termh®iGNU Public License.

Modern technology gives linguists the means oftiefutheories and models with
large quantities of language data. In order tociffitly use annotation software,
particularly for automatic annotations, a rigorowethodology is necessary. Section 2
of this paper presents how to collect a large S@tne-aligned annotations for various
domains or levels: orthographic transcription (tiatgned at the level of inter-pausal
units), phonetics (words, syllables, phonemes)squag (Momel and INTSINT),
morpho-syntax (categories, groups), discourse {itepes) and gestures. Some are
annotated manually and most of them are generatedhatically. The main features
of SPPAS are presented together with the basicetines for its integration within
such a framework. Section 3 describes the autonaamimotations implemented in
SPPAS, with algorithms as language-and-task-indigretnas possible. This allows
adding new languages with a significant reductidntime compared to the
development of such tools from scratch, becausengddnew language in SPPAS
only consists of adding the resources related ® dhnotation (like lexicons,
dictionaries, models, sets of rules, etc). Consatiyiethe quality of the automatic
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annotations is largely influenced by such resoyraed phoneticians can contribute
to improve them.

2 Introducing SPPAS in a corpus construction methoology

This section illustrates the kind of process faralepment of a corpus that contains
rich and broad-coverage of multimodal/multi-leveinatations. This involves a
rigorous framework to ensure compatibilities betwaecurate annotations and time-
saving methodologies. Indeed, “when multiple anthata are integrated into a single
data set, inter-relationships between the annotstian be explored both qualitatively
(by using database queries that combine levels) quahtitatively (by running
statistical analyses or machine learning algorijfirf@Shiarcos, 2008). The expected
result is time-aligned data, for all annotated Igviecluding phonetics, prosody,
gestures, syntax, discourse (cf. Figure 1). Theewdhge of annotations is costly to
collect and annotate, both in terms of time andeyofonsequently, each annotation
thatcanbe done automaticaligustbe done automatically, because revising is expecte
to be less time-consuming and easier than anngtasishown for example by the
use of SPPAS in Yu (2013). Fortunately, the curstate-of-the-art in computational
linguistics allows many annotation tasks to be semn fully- automated.
Unfortunately, the lack of interoperability betweaautomatic annotation tools/data
and manual annotation tools/data is still a chakeihus, despite the advances that
have been achieved for annotating and analyzirgpcay many annotation frameworks
and/or models for the construction and analysisuwitimodal data continue to rely on
“low-tech” and/or manual technologies.

In recent years, many annotation software/toolsehbecome available for
annotation of audio-video data. For a researchakithg for an annotation software
tool, it might be difficult to select the most appriate one. The choice of the software
determines the annotation framework and that willblized and this process should
be done carefully anbdeforethe creation of the corpus. To decide about usefs
and usability of a software, it is advisable tosider the issues listed below.

« The software license: the preference is for fres @men source software.
Even if a user can personally afford to pay foicarise, he/she may wish to
share his/her methodology with other students searchers who cannot
afford to buy it.

« The ease of use: the first, preference is for npldtiform software.
Different scientific communities tend to use MacO8indows or Unix
platforms. Multi-platform software makes sharingvibeen such communities
much easier. Secondly, usable software is prefe&ketted to request help
from an engineer each time a user needs to usxa pf software may pose
a serious limitation.

» The strengths/weaknesses for specific annotatiopoges. Users should
investigate if the software has been found to biable and is likely to
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improve the efficiency of annotation workflow, bjther accelerating the
work or enabling one to deal with more extensiviadar both.

* The type of data or analysis the tool/softwarepiscsically designed to
complete.

« The software compatibility with other annotatedegdak. the availability of
files to be imported/exported from/to several otitaia formats.

Before using any automatic annotation tool/softwdrs important to consider its
error rate (where applicable) and to estimate Hmse errors will affect the purpose
for the annotated corpora.

744 10 iz 744 30 440 744 30 50 744 70 i 744 2 7300 745 10 520 745 30 30 745 50 350 745 79 80 745 98 7600

0.243)
MWMWMWMWWWMWWW\NWWWWW*W WM MWW W‘WWWMWh

-0.138
TOE gpd_154 |(Is) voulaient qu'on fasse un feu d'artifice en fait dans un voy- un foyer un foyer catho un foyer de bonnes soeurs
PhonAlign U~ vlwla -] f le i epq f I I I I el k I I I U~ I I I I dIE b I I
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Figure 1: A selection of multi-level annotations based om $peech signal. The tier
“TOE” is the enriched orthographic transcriptiordanwas manually annotated. The
other tiers were automatically annotated by SPPA& MarsaTag (Rauzy, 2014)
software.

In the following part of this section, we very bilyeintroduce selected annotation
software programs that were included as part gbtbposed annotation methodology:
Praat, Elan and SPPAS.

Praatis atool for manually annotating sound fileprtivides different visualizations
of audio data - waveform or spectrogram displanyg; among other things, enables pitch
contour as well as formant calculation and visaion. The annotation files are in
several Praat-specific ASCII formats, but Praasdtdesupport any import or export to
other formats. Fortunately, Praat-TextGrid filenfiat is well-known in the community
and external converters exist.

Elanis atool for the creation of complex annotatifmrvideo (and audio) resources.
Annotations can be created on multiple layersdaatbe hierarchically interconnected
and can correspond to different levels of lingaiatialysis. It also includes an advanced
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search system. The annotation files are in a spedilL. format, and Elan can import
from and export to a variety of other formats, irtihg Praat-TextGrid.

SPPASs an annotation software that allows orettomaticallycreate, visualize and
search annotations of audio data. In fact, theyarsabf the phonetic entities of speech
nearly always requires the alignment of the speexording with a phonetic
transcription of the speech. This task is extreraddgr-intensive - it may require several
hours even for an experienced phonetician to trdvesand align manually a single
minute of speech. Itis thus obvious that trangegland aligning several hours of speech
by hand is not generally something which can bemptished with ease. Therefore,
among others, SPPAS includes automatic segmentatispeech. It offers a fully-
automatic or semi-automatic annotation process$) avpprocedure outcome report to
help the user in understanding particular stepmeSspecial features are offered in
SPPAS for managing corpora of annotated files; a.gomponent to filter multi-level
annotations (Bigi & Saubesty, 2015). Some otherpmmants are dedicated to the
analysis of time-aligned data; as for example tioede descriptive statistics, a version
of Time Group Analyzer (Gibbon 2013), etc. SPPABaation files are in a specific
XML format, and annotations can be imported frord arported to a variety of other
formats, including Praat (TextGrid, PitchTier, Im¢&yTier), Elan (eaf), Transcriber
(trs), Annotation Pro (antx) (Klessa et al., 20f@ssa, 2015), Phonedit (mrk) (Teston
etal., 1999), Sclite (ctm, stm), HTK (lab, mifylgitles formats (srt, sub) and CSV files.
SPPAS can be used either with a Command-line Wéerface or a Graphical User
Interface as shown in Figure 2. So, there’s no ifipedifficulty when using this
software. The only potential brake on its usaghesneed to integrate it in a rigorous
methodology for the corpus construction and aniotat

The kind of process for obtaining rich and broaderage of multimodal/multi-
levels annotations of a corpus is illustrated guFé 3. It describes each step of corpus
creation and annotation workflow. This Figure nhestead from top to bottom and from
left to right, starting with the recordings and irgpwith the analysis of annotated files.

After recording speech samples, the first stegtopm islPUs segmentationIPUs
(Inter-Pausal Units) are blocks of speech boungegilent pauses of more thXxrms
(theX duration depends on the language; for Frencldptregion of 200 ms is commonly
used), and time-aligned on the speech signal. B8gsentation should be verified
manually. The outcome of this automatic procedwrpetids on the quality of the
recording: the better the quality, the better IB&lgmentation.

Orthographic transcription is often the minimum obligatory requirement for a
speech corpus, as it is the entry point for moghefutomatic annotations, including
automatic speech segmentation. As a consequengb, duality orthographic
transcription implies:

 high quality phonetic transcription,

« thus, high quality time-alignment of phonemes asietis,
« thus, high quality syllabification,

» and so on.
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Figure 2: SPPAS Graphical User Interface. The left partdatdis the list of files to
work with; the middle part displays the functiotiak of SPPAS (top: the whole list
set of 6 comepds provided to manage
annotated data) and right part is dedicated to-plagonly one on this picture).

of automatic annotations; bottom: a
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Figure 3: A multi-level corpus creation and annotation wtolf. Yellow boxes

represent manual annotations, blue boxes reprasénatic ones.

The question then arises: what is “the better” agthphic transcription method?
First, one of the characteristics of speech isithygortant gap between a word's
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phonological form and its phonetic realizationse&fic realizations due to elision or
reduction processes often occur and the same haipeather types of phenomena
such as non-standard elisions, substitutions oitiaddof phonemes, noises, and
laughter. Numerous studies have been carried ouprepared speech, such as
broadcast news. However, conversational speectstef@ more informal activity, in
which participants constantly need to manage amgtiae turn-taking, topic, etc.
“on line” without any preparation which resultsan even greater number and wider
variety of non-standard events. Table 1 reportshenamount of such phenomena
taken from three manually annotated samples ofaflaving French corpora:

1. AixOx, read speech of short texts (Herment et @L22;

2. Grenellell, adiscourse atthe French NationabAddy (Bigi et al., 2012);

3. CID - Corpus of Conversational Data, spontaneoakgds (Bertrand et
al., 2008).

Table 1: Description of events in three different corporaaikble at
http://sldr.org/sldr000786

AixOx Grenelle lI CID
Duration of the sample:  0137s 0134s 0143s
Number of speakers 0004 0001 0012
Number of phonemes 1744 1781 1876
Number of tokens 1059 550 1269
Short silent pauses 0023 002€ 0010
Filled pauses 0000 0005 0021
Noises (breathes, ...) 0008 0000 0000
Laughter 0000 0000 0004
Truncated words 0002 0001 0006
Optional liaisons 0002 0006 0004
Elisions (non standard) 0021 0034 006C
Specific pronunciations 0037 0023 0058

These events may create obstacles for the automatiotation process. Thus,
SPPAS includes the support of an Enriched Orthdicafranscription (EOT). Here,
transcribers are asked to indicate: filled paustest pauses, repeats, truncated words,
noises, laughter, irregular elisions and specifionpnciations. These specific
phenomena have a direct influence on the autonpditémetization procedure as
shown in Bigi (2012).

ThePhonetics (Tokens, Phonemes, Syllablegimponent of the workflow involves
the process of taking the phonetic transcriptiom ¢ an audio speech segment, like
IPUs, and determining where particular phonemesiroiccthis speech segment. In
SPPAS, this problem is clearly divided into threk-tasks: Task 1 is tokenization, also
called text normalization, Task 2 is phonetizatialsp called grapheme to phoneme
conversion, and Task 3 is time-alignment, whidhésspeech segmentation task itself.
All three sub-tasks are fully-automatic, but eanhaation output can be manually
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checked if desired (a semi-automatic mode). Theeativersion of SPPAS (1.7.4)
includes data and models for: French, EnglishiaitalSpanish, Catalan, Portuguese,
Polish, Mandarin Chinese, Cantonese, Taiwanesgsgahese. The time-alignment of
tokens (usually words) can be automatically deriftieuin the time-alignment of
phonemes. Afterwards, the time-alignmentsgflablesis derived from the time-
alignment of phonemes using a rule-based systegnéBal., 2010).

In the Discoursedomain, as shown in Figure 3, the time-alignmérnibkens can
also be used by SPPAS to automatically identiffirsgletitions and other-repetitions
(OR). This system is based only on lexical critévidetermine whether a token (only
word in that case) is repeated or not. A set ofgwdre then fixed to filter such
occurrences and to select only the relevant onigg éBal., 2014). This system was
used to propose a lexical characterization of @Rowus statistics were estimated on the
detected OR from CID corpus. It was also used &byae if the same speech implies
the same or different gestures in Tellier et 201@).

In the Syntax domain, a stochastic parser can be adapted tmatitally generate
morpho-syntactic and syntactic annotations. Acyuallmust be adapted in order to
account for the specifics of speech analysis, aridie time-aligned tokens as input.
For French, MarsaTag (Rauzy, 2014) is availablecande used as a plugin of SPPAS.

TheProsodydomain can also be investigated and includedrasfihe framework.
Momel (Hirst & Espesser, 1993) is an example ofeglf available algorithm for
automatic modeling of fundamental frequenf) curves using a technique called
asymmetric modal quadratic regression. This tealeigakes it possible to factorf@n
curve into two components by an appropriate choiiparameters:

1. a macroprosodic component represented by a quadiatne function
defined by a sequence of target points <ms,Hz>.

2. a microprosodic component represented by the oftiach point on the
FO curve to its corresponding point on the quadisgtiine function.

INTSINT (an INternational Transcription System fidiTonation) assumes that
pitch patterns can be adequately described udingtad set of tonal symbols, T, M,
B, H, S, L, U, D (standing for: Top, Mid, Bottomjdther, Same, Lower, Up-stepped,
Down-stepped respectively). Each one of these sigrdi@racterizes a point on the
fundamental frequency curve. Momel and INTSINT #yels enabling automatic
annotations and are available as a Praat plug-irst(F2007), and re-implemented
within SPPAS.

Gesturesannotation can also play an important role inramogation workflow, by
reflecting the multimodal aspects of speech compatitn, however, this factor will
not be described further in this paper. One carerred Tellier (2014) for
methodological insight into gesture annotation.

To sum up, this section presented a methodologthiBoannotation of recordings,
based on both manual annotations and on annotgtimasiced automatically with
SPPAS, as illustrated in Figure 3. This methodolegg established in the annotation
of the CID - Corpus of Interactional Data (Bertragidal., 2008; Blache et al., 2010),
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and SPPAS was initially created to generate aninotabnly on the level of Phonetics.
Subsequently, several other corpora were creabeg B2 PAS in the context of various
projects, e.g.: Amennpro (Herment et al., 2012fe€¢Gorish, 2014), Multiphonia
(Alazar et al., 2012), Typaloc (Bigi et al., 201&hd Variamu (Bigi & Fung; 2015). In
order to meet new expectations and new projectirements, SPPAS was improved
and extended with new functionalities and compandrite proposed methodoldggs
demonstrated flexibility as well as effectivenesd eeliability in the demanding, real-
world situations of corpora creation.

3 SPPAS: multi-lingual approaches

3.1 Text normalization

The first task faced by any Natural Language Pingssystem is the conversion
of input text into a linguistic representation. Dadjwritten texts contain a variety of
“non-standard” entry types such as digit sequeraz@snyms and letter sequences in
all capitals, mixed case words, abbreviations, Romamerals, URL's and e-mail
addresses. Speech transcriptions also contairatieshe/ords, orthographic reductions,
etc. Normalizing or rewriting such texts using oy words is an important issue
for various applications. There is a greater needviork on text normalization, as it
forms an important component of all areas of lagguand speech technology. Text
normalization development is commonly carried quécsfically for each language
and/or task even if this work is laborious and ticemsuming. Actually, for many
languages there has not been any concerted efffectel] towards text normalization.
Considering the above, as well as the context efegeity, producing reusable
components for language-and-task-specific developngean important goal. This
section describes SPPAS text normalization and esdrates on the aspects of
methodology and linguistic engineering which setwadevelop this multi-purpose
multi-lingual text corpus normalization method.

SPPAS implements a generic approach, i.e. a texnalzation method as
language and task independess possible. This enables adding new languages
quickly when compared to the development of suokstirom scratch. This method
Is implemented as a set of modules that are appégdentially to the text corpora.
The portability to a new language consists of iiitmgr all language independent
modules and rapid adaptation of other languagertlgrg modules. In the same way,
for a new task, a module can be inherited from gengrocessing modules, and
adapted rapidly to create other specific modules.

The first step is to determine which modules tg 8sene are shared (the modules
which do not depend on the language), and someaaiable modules (language-
dependent modules). This splitting and specificatibwork is really important. For
modeling a new language, the shared modules wilinberited and the variable
modules will be adapted to that language. It veiigomize the time needed to complete
corpus normalization. The key idea is to conceatits language knowledge in a set of
lexicons and to develop modules which implemerdgub deal with the knowledge
elements. Shared modules are listed below:
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« Basic unit splitting modulea segmentation module based on white spaces
for Romanized languages and character-based fathiee languages.

* Replacing module@mplements a dictionary look-up algorithm to regac
string by another one. It is mainly used to replapecial symbols like °
(degrees), for example.

» Lowerize moduleused to convert the character-case.

* Word-tokenizatiomodule:fixes a set of rules to segment strings including
punctuation marks for Romanized languages. Thorihgn splits strings into
words on the basis of a dictionary and a set ofualiyestablished rules. For
example, in French “trompe-I'oeilsijan) is an entry in the vocabulary and it
will not be segmented. On the other hand, an dikey“l'oeil” (the eyg
occurring in another context will be segmented tmto separate words.

e Sticking moduleimplements an algorithm to concatenate strings (or
characters) into words based on a dictionary withoptimization criteria:
longest matching

* Removing modulean be applied to remove strings of a text. Thedf
strings to remove is defined in a separate file. dastain applications, it is
relevant for example to remove punctuation marks.

Apart from the abovementioned shared modules, SP&8& includes several
language-specific modules. One of them is the optioumber to letter modulé-or
example, the number “123" is normalized as “one dned_twenty-three” for English
and “ciento_veintitres” in Spanish. It is thus resagy to implement this module for
each new language if numbers are used in the gdapbig transcription. Adding a
new language only consists of adding the list kéis in the appropriate directory of
the SPPAS package, and eventually writing the nurtdbletter conversion. It means
also that any phonetician can edit/modify the lerito get the expected result.

Another specific module has been developed to wéhl enriched orthographic
transcriptions. From the manual EOT (Enriched Qgthphic Transcription), two
types of transcriptions are automatically derivedtbe tokenizer: the “standard
transcription” (a list of orthographic tokens/woy@sd the “faked transcription” that
is a specific transcription from which the obtairgtbnetic tokens are used by the
phonetization system. The following example illaghs an utterance text
normalization extracted from the CID corpus in Eten

Transcription: j'ai on a j'ai p- (en)fin j'ai trouvé I(e) meilleanoyen c'était
d(e) [loger,locher] chez des aml&/¢ we've I've - well | found the best way
was to live in friends' apartmept’

Standard transcription: j' ai on a j' ai p- enfin ' ai trouvé le meillenmoyen
c'était de loger chez des amis

Faked transcription: j" ai on a j' ai p- fin J' ai trouvé | meilleur mew c'était

d locher chez des amis

The standard one is “human-readable” and can ke fasdurther processing by
any automatic system, e.g., an automatic syntakysinaThe faked one is useful
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mainly for the grapheme-to-phoneme conversion aysie the case of standard
orthographic transcription instead of EOT, both gemerated standard and faked
transcriptions are identical. See Bigi et al. (20ft2 an evaluation of the impact of
such EOT on the automatic phonetization systenP&/AS.

We applied the SPPAS automatic tokenizer on thdilé$ of the French CID
corpus, which were fully transcribed with EOT. Edithrepresented the transcription
of one hour of speech in the context of eight dja&s. This process was accomplished
in 95s with SPPAS version 1.7.2 on a 2009-DeskiGphe result was a set of 16
files containing the normalized text (a total o01@0 tokens) including standard and
faked transcriptions.

3.2 Phonetization

Phonetic transcription of text is an indispensat®enponent of text-to-speech
systems and is used in acoustic modeling for auiorspeech recognition and other
natural language processing applications. Generallyapheme-to-phoneme
conversion is a complex task, for which a numbedigérse solutions have been
proposed. It is a structure prediction task; sibcgh the input and output are
structured, consisting of sequences of lettersgmmhemes, respectively. It can be
implemented in many ways, often roughly classifigtd dictionary-based and rule-
based strategies, although many intermediate sokixist. In the context of our
study, the phonetization process takes the noredhltranscription of the speech
signal as input and produces the supposed prorigncidhe phonetization of speech
corpora requires a sequence of processing stepesodrces in order to convert the
normalized text into its constituent phones.

SPPAS implements a dictionary-based approach, wisiatelatively language-
independent. The dictionary includes phonetic vasiadhat are proposed for the
aligner to choose the phoneme string. The hypathissithat the answer to the
phonetization question can be found in the speigeials Consequently, an important
step is to build the pronunciation dictionary, wdneach word in the vocabulary is
expanded into its constituent phones, includingnpnziation variants. Depending on
the language, the availability of such resourcetesaln the SPPAS data set, the
dictionary includes a large set of entries for Esfgl French, ltalian, Polish, an
acceptable number of entries for Catalan, Mand@&timese, Spanish, Japanese,
Cantonese, and a rather poor number of entriekdigran Southern Min. In addition,
SPPAS implements an algorithm for phonetizatiomm{nown words (e.g., proper
names, speech reductions or mispronunciations) pfésent grapheme-to-phoneme
conversion system is based on the idea that giveugh examples it should be
possible to predict the pronunciation of unseendaqurely by analogy. The system
is then applied to missing words during the phaagitbn process (and not during a
training stage), and is only based on knowledgerigeal by the dictionary. The
algorithm consists of exploring the unknown entonf left to right, then right to left,
to find the longest strings in the dictionary. SIr®PPAS-Phonetization only uses the
pronunciation dictionary either for known or unknowords, the quality of such an
annotation depends mainly on the quality of a paldr resource. Another
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consequence of such a system is that adding aamguage in SPPAS-Phonetization
only consists in adding the pronunciation dictigriarthe appropriate directory of the
SPPAS package. It also means that any phonetiaianige their own dictionary.

We applied the SPPAS automatic phonetizer on thadtfalized files of the
French CID corpus. The process was accomplish&dsrwith SPPAS version 1.7.2
on a 2009-Desktop PC. The result was a set of @6 fiontaining the phonetized
transcription, including pronunciation variants.

3.3 Speech segmentation

Phoneme alignment is the task of proper positionirg sequence of phonemes in
relation to a corresponding continuous speech kigmahe alignment task, we are
given a speech utterance along with the given pimmepresentation for that
utterance. Our goal is to generate an alignmentdst the speech signal and the
phonetic representation. Manual alignment has beygorted to take between 11 and
30 seconds per phoneme (Leung and Zue, 1984). thmatic time-alignment system
is then essential for the annotation of large capo

SPPAS is based on the use of the Julius SpeeclgR&oa Engine (Lee et al.,
2001). This choice is motivated by four main reason

1. the Julius toolkit is open-source, so therenispecific reason to develop a
new one;

2. it is easy to install which is important for enskers;

3. it's usage is relatively easy so it was conwveinie integrate it in SPPAS;

4. its performance corresponds to the state-ohthesf other available
systems of such kind.

The Julius alignment task processes in two-stefw first step selects the
phonetization and the second step performs theesstgtion. A finite state grammar
that describes sentence patterns to be recogmzexhaacoustic model are needed. This
grammar essentially defines constraints on whaSiieech Recognition Engine can
expect as input. SPPAS generates the grammar atitattlyefrom the phonetized files.
Speechalignment also requires an acoustic modedar to align speech. Thisinvolves
a file that contains statistical representatioresach of the distinct sounds in alanguage.
The original Julius distribution only includes Japae acoustic models. However since
it can use acoustic models of HTK-ASCII format @aenon format used by many
systems), this system can also be adapted tolatigerages. Consequently, any user can
train it's own acoustic model, or get it from thelwyand integrate it in SPPAS.

Most of the acoustic models already included in SPRere trained by the author
of this paper with HTK by taking a training corpafsspeech, previously segmented
into utterances and phonetized. Ideally, the phavmdd have unique articulatory
and acoustic correlates. But acoustic properties given phone can depend on the
phonetic environment. These co-articulation pherm@am@otivated the adoption of
context-dependent models such as triphones, fdr lkeaguage we had enough data
for training. To train such acoustic models, ttaning procedure is based on the
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VoxForge tutoridl, except that VoxForge suggests using only wondstraption as
input, and we allow (and prefer) to use phonetizeels. The outcome of this training
procedure is dependent on the availability of aai®ly annotated data and on good
initialization. Acoustic models were trained fror@ hits, 16000 Hz wav files. This
procedure had three main steps:

« data preparation,
* monophones generation,
 triphones generation.

Step 1 establishes the list of phonemes, pluscglend short pauses. It converts
the input data (phonetization of the corpus) imdd K-specific data format. It codes
the (audio) data in a process known as “paramdaigrihe raw speech waveforms
into sequences of feature vectors”. Step 2 invalresophones generation. It creates
a Flat Start Monophones model by defining a prgetynodel and copying this model
for each phoneme. Then, this flat model is re-esioh using the provided data files
to create a new model. Step 3 creates tied-sipteotres. From our previous studies
on French and ltalian, we observed that five misutemanually-time-aligned data
are sufficient to train the initial model; and wauhd that about 10-30 minutes of
manually-phonetized data are required to train adgmonophone model. The
orthographic transcription of several hours of speaill allow one to train a triphone
model. As a consequence, any phonetician who haddy created such a corpus for
any language could share it privately with the authf SPPAS for a hew acoustic
model to be trained and publicly shared with thegnity.

We applied the SPPAS automatic aligner on the bodtles of the CID corpus,
which were already converted to wav/mono/16000Hzt&6as the default in SPPAS.
The process of time-aligning these 14000 IPUs wa®raplished in 84min with
SPPAS version 1.7.2 on a 2009-Desktop PC. Thetneasla set of 16 files containing
the time-aligned phonemes and tokens (as showerm2, 3 and 4 of Figure 1).

3.4 Syllabification

The syllabification implemented in SPPAS is a roésed system based on time-
aligned phonemes. This phoneme-to-syllable segrentaystem is based on two
main principles:

1. a syllable contains a vowel, and only one;
2.a pause is a syllable boundary.

These two principles focus on the problem of figdansyllabic boundary between
two vowels. Phonemes were grouped into classeswdesl established to deal with
these classes. We defined general rules as well sseall number of exceptions.
Consequently, the identification of relevant clasgeimportant for such a system.
The rules follow usual phonological statementsiioist of the corpora and Romance

! http://www.voxforge.org

66



languages. An external configuration file indicgi®nemes, classes and rules. This
file can be edited and modified by any user to attepsyllabification to any language
or phoneme encoding. In the current version of SPEh respective sets of rules are
available for French, Italian and Polish.

3.5 Self- and Other-repetitions

Other-repetition (OR) is a device involving the naguction by a speaker of what
another speaker has just said. Other-repetitiorbbes found as a particularly useful
mechanism in face-to-face conversation due to tresegmce of discursive or
communicative functions. Among their various fuoog in discourse, repetitions
serve the purpose of facilitating comprehension pogviding less complicated
discourse, while also establishing connection betwearious stages of discourse
(cohesion), and also function as a device for mggtor keeping the floor. SPPAS
implements a semi-automatic method to retrieveratigetition occurrences (Bigi et
al., 2014). A key-point is that the proposed autiiecradetection is based on observable
cues which can be useful for OR's identificatiamirthe time-aligned tokens. SPPAS
captures repetitions which can be an exact repefjtiamed strict echo) or a repetition
with variation (named non-strict echo). The ruléth@s system have been adapted to
the detection of self-repetitions in the contextaadtudy presented in (Tellier et al.,
2012). As such, this method is intrinsicdiyyguage-independent.

4 Conclusion

This paper described the automatic annotation st@cluded in SPPAS, a
computer software tool designed and developed byaththor to handle multiple
language corpora and/or tasks with the same ahgositin the same software
environment. Only the resources (e.g., dictionafi@sicons, acoustic models) are
language-specific and the approach is based osittdest resources possible. The
present work emphasizes new practices in the melbgy of tool developments:
considering the problems with a generic multi-liabaspect, sharing resources, and
putting the end-users in control of their own cotimmy

We hope this work will be helpful for the linguistresearch community, and
especially for those involved in speech researstianas possible. Phoneticians are
of crucial importance for resource developmentay tan contribute to improve the
resources used by automatic systems. In the caSPRAS, the improved software
versions are systematically released to the p@nit serve to benefit of the whole
community. Resources are distributed under thegesfra public license, so that
SPPAS users have free access to the applicationesoade and the resources of the
software they use, free to share the software @saurces with other people, free to
modify the software and resources, and free toighultheir modified versions of the
software and resources.
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Abstract

In 2014, the number of web pages delivered to talzsled smartphones overtook
the number delivered to laptop and desktop compuiéth a majority of users saying
they prefer these new portable platforms over cotiweal computers for many tasks.
This shift in device use provides both opportusitéad challenges for providers of
speech analysis tools, phonetic demonstrationdargliage teaching aids. It is an
opportunity because web standards mean we can onakpplications available to a
wide audience through a single consistent programnairchitecture rather than
writing for one particular computing platform. & a challenge because tablets and
smartphones are less powerful, require differemig@amming skills and have
different limitations in terms of user interface.

In this article, | will show how interactive appditons in Phonetics and Speech
Science can be written to run in web browsers gncamputing platform. These are
native web applications, written in HTML, CSS aasldScript that can capture, replay,
display, process, and analyze audio using the Welio8API without needing any plug-
ins. | will describe - and give the URLs of - sod@monstration applications. | will
discuss some future opportunities in the area dalorative research and some
remaining challenges that arise from incompatib#ificross browsers. My audience is
teachers and students with intermediate web pragiag skills wanting to build
custom speech displays, perform custom speech @asmaty run speech audio
experiments over the web.

Keywords: Speech audio, speech analysis, internet, web, s@aroging

1 Introduction

There have been many changes in the field of camgpince | started writing
speech analysis software in the 1980s. The firse8lp Filing System (SFS) tools
(Huckvale et al, 1987) were written for the Unixeogting system running on
engineering workstations only available in scieatlaboratories. But as personal
computing grew, | developed and ported them to sie@am computing platforms: first
to MS-DOS and thento Windows 3, 95, NT, XP, Vigt& and now 10. By targeting one
platform, my goal was to make the tools availabléhe largest number of people for
the lowest cost in support. Other authors of spéaals have targeted Windows, Mac
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OS, Linux or the Java VM, but all have primarilydagissed users of desktop and
laptop computers which were the descendants oétbngineering workstations.

Recently however, the landscape of personal compinas changed radically. In
2014, it is said, more web pages were delivereddiets and smartphones than were
delivered to laptop and desktop computers. Wheedislsers say they prefer these new
portable devices over conventional computing devifir a number of activities,
including accessing the wkgb managing communications and consuming
entertainment media. That preference is probablgotavith portability, permanent
network connectivity, and significantly better ea$aise compared to laptops and
desktops. In this landscape, our speech analysis lmok out of place, not only in
terms of their restriction to particular desktopnputing platforms, but because of
their old-fashioned user interface and their needristallation and configuration.

There are gains to be had if we were able to makéools compatible with modern
tablets and smartphones by converting them to vpglications. Our tools would
become more widely available to a broader rangesefs; distribution would be
simplified with our applications sitting on web @sgand no longer needing
installation, and by exploiting web standards, wrilad be programming for a single
environment compatible with all computing platforms

There are challenges too, of course. Our toolsne#ld a user interface that doesn’t
require a mouse or keyboard which may involve meking how they are operated —
but the result may be tools which are more intaitind easier to use by non-technical
people. The available computational power and gtria tablets is less than in
desktops (although improving every year) — but tlais be addressed through the use
of cloud computing, which also allows for more ablbrative work. The
personalization of tools with scripts might be mditicult for users — but we have
the opportunity for an open plug-in architecturednalysis algorithms too.

In this paper, | look towards one approach to pgtbur speech analysis tools into
the hands of modern users of tablets and smartghtre of exploiting the industry
standard programming development environment faticayrocessing available
within web browsers. Web browser applications #fergnt to smartphone and tablet
“apps” in that typically they do not need instdtiat or special privileges to operate
and they can be delivered in the same way as agdweb pages. Web applications
are good for the novice developer in that the ¢odys needed to write them are a text
editor and a browser. Also because all the progrannces are available by default,
this environment is more open to the sharing okecand algorithms. My goal is to
provide practical information on how to build speesudio applications for the
teacher or student wanting to build custom speégiays, perform custom speech
analysis or run speech audio experiments over #ie Wy audience is intermediate

1 http://www.statista.com/statistics/326100/most-important-device-for-connecting-
to-the-internet-uk/
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level developers who have already come to termé Wwasic elements of web
programming.

2 The web software development environment

The browser application environment has speciatatheristics which provide a
number of challenges for software development. filseis the separation between
client and server: the client being the browserliegfpon running on the user’s
computer, and the server being the remote systaemdeilivers web services, see
Figure 1. Applications can be programmed to ruelgabn the client, solely on the
server or on a mixture of the two. Typically segudonstraints limit what services
an application can call on either server or clidtably, the application has very
limited access to data stored on the client ohéolocal hardware. This is to prevent
remote applications taking control of the clierdtsmputer, such as recording audio
or accessing personal information without permissioAdditionally the
communication between client and server can beliahle — particularly in mobile
networks — so applications need to be robust to sletwork transfer speeds. In
practice, this means that communications betweéentcland server must be
performed in the background, with applicationsl $tihctional while data is being
transferred, and they have to be written with #sgnchrony in mind.

Anatomy of a Web Application

Client Side

Browser Script

Server Side

Database

Figure 1: Anatomy of a web application

On the client side, the dominant programming fram#gwnvolves HTML5, CSS
and JavaScript. HTMLS5 is the mature content markanguage for web pages, which
gives structure to the information displayed in thhewser. CSS is the styling
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language which controls the layout and typograpintiiat information, as well as
controlling other graphical elements aspects optnge. JavaScript is a programming
language which is able to manipulate elementseofibb page, as well as performing
general purpose programming tasks on the cliemynmenicate with the server, and
facilitate access to many other services providethe browser (such as audio). The
combination of HTML, CSS & JavaScript is also beaugrthe framework of choice
for the development of smartphone and tablet “apgs’knowledge of these is now
even more important for the modern programmer.

On the server side, scripts may be written in aewiariety of languages, including
C++, Python, Perl, and PHP as well as JavaScrygically server-side scripts are
used to mediate access to databases — providingapent data storage for transient
client-side applications. In contrast to clientesisicripts which are distributed in
source form, server side scripts are not geneaatiylable to users, and this difference
can be used to enforce security and ownershipteliéctual property.

In the following sections, | will focus on the ndvaspects of writing web
applications that manipulate audio using the welia@P| (application programming
interface}. In section 3, | give a complete simple demonistnabf a web audio
application, while in section 4, | introduce somerenadvanced capabilities.

3 Web audio demonstration

In this section, | give the source listing of a qbate web audio application. This
application loads an audio file from the clientemputer, displays the signal as a
waveform and allows the user to replay the autlexploits the Flotr graphing library,
which is described in section 5. Figure 2 showsagh@ication running.

<htmlI>

<head>

<meta charset="utf-8">
<title>WebAudio Demonstration</title>

<I—flotr graphics library from

http://www.humblesoftware.com/flotr2/ -->

<script type="text/javascript" src="flotr2.min.js"> </script>
<script>

/I audio context
"var context"=null;

/I storage for signal
var signal=[];

/I create audio context
function createContext()

if (context==null) {

/l create the audio context

try {
context = new window.AudioContext();

2 https://dvcs.w3.org/hg/audio/raw-file/tip/webaudio/specification.html
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catch {
alert("Web Audio API is not supported in this
browser.");

}
}

/I display the waveform
function displayAudio()

/I get target container on page
var container = document.getElementByld("waveform" );

Il squeeze signal into 2000 points for efficient p lotting
var factor=Math.ceil(signal.length/2000);

/l'load signal into graph
var data = [J;
for (var i=0;i<signal.length;i+=factor) {
var min=signalli];
var max=signalli];
for (var j=1;j<factor;j++) {
if (signal[i+j] < min) min=signal[i+j];
if (signalfi+j] > max) max=signal[i+j];

data.push([ i/context.sampleRate, min ]);
data.push([ i/context.sampleRate, max |);

}

/l Draw Graph using Flotr library

graph = Flotr.draw(container, [ data |, {
title : "Waveform",
shadowsSize : O,

xaxis : {
title : "Time (s)"

b

yaxis : {
title : "Amplitude”,
titleAngle : 90

h
HtmlIText : false

|95
}

/I load a file from client
function loadAudio()

/I get the filename
var file = document.getElementByld(filechoice').f iles[0];
var filename = file.name;

createContext();

/l set up a file reader
var reader = new FileReader();

reader.onload = functionl {
var filedata = e.target.result;
context.decodeAudioData(
filedata,
function onSuccess(buffer) {
/I OK, take a copy of the samples
signal = new Array(buffer.length);
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var srchuf = buffer.getChannelData(0);
for (i=0;i<buffer.length;i++) signalli] =

srcbuffi];
/I display waveform
displayAudio();
h
function onFailure() {
/l load did not succeed
alert("decodeAudioData failed on "+filename)
}
)i
|3

reader.readAsArrayBuffer(file);

Il play some audio
function playAudio()
{

createContext();

/I create audio buffer source node

sendsrc = context.createBufferSource();

sendbuf =
context.createBuffer(1,signal.length,context.sample

Il copy in the signal
senddat = sendbuf.getChannelData(0);
for (i=0;i<signal.length;i++) senddat[i] = signal[

/I kick off replay

sendsrc.buffer = sendbuf;
sendsrc.loop = false;
sendsrc.connect(context.destination);
sendsrc.start(context.currentTime);

}

</script>
</head>
<body>

<h1>WebAudio Demonstration</h1>

<div style="height:1cm;width:100%;background-
color:lightgray;display:flex;
align-items:center;justify-content:center;margin-bo

<input type="file" id="filechoice">

<button onclick="loadAudio()">Load Audio</button>
<button onclick="playAudio()">Play Audio</button>
</div>

<div style="height:10cm;width:100%;" id="waveform">

</div>

</body>
</html>
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WebAudio Demonstration

Browse... = nine.wav Load Audio | Play Audio

Waveform

Amplitude

0.60 0.0 620
Time {s)

Figure 2. Web audio demonstration

Here is a brief commentary on some of the importal@gments of the
demonstration.

At the heart of the audio functionality in moderawbrowsers is the AudioContext
object. To access any of the web audio methodsn&cessary to first create an audio
context object using the window.AudioContext methaslthis code demonstrates:

try {
context = new window.AudioContext();

alert("context.sampleRate="+context.sampleRate);

catch {
alert('Web Audio API is not supported in this brow ser.");

The sampleRate property of the AudioContext oljects the sampling rate for all
audio operations in the browser. This is typicda®100 or 48000 samples per second.
This cannot be changed, and the script must beewtio work with the supplied rate.

Toload an audio file from the client, afile inglément needs to be placed on the web
page for the user to select a particular file Jemurity reasons, scripts are not able to load
files by pathname from the client machine. Theififgut HTML might look like this:

<input type="file" id="filechoice">

We can get access to the chosen file though the glpment’s files property.

To read the client file into the application, wencase a FileReader object in
conjunction with the AudioContext decodeAudioDatthod. Reading and decoding
takes place in the background, and success antde@te indicated by which of two
callback functions are executed, as this code dstrains:

/' load a file from client
function openaudio()

var file = document.getElementByld(filechoice').f iles[0];
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var filename = file.name;
var reader = new FileReader();

reader.onload = function {
var filedata = e.target.result;
context.decodeAudioData(
filedata,
function onSuccess(buffer) {
signal = new Array(buffer.length);
var srchuf = buffer.getChannelData(0);
for (i=0;i<buffer.length;i++) signalli] =

srchuf[i];
function onFailure() {
trace("decodeAudioData failed on
"+filename);
}
I
I3

reader.readAsArrayBuffer(file);

To play an audio signal, we create a processinig cisgng AudioContext methods,
then run the chain through once. The createBufig®omethod creates an element
in the chain where we can inject audio samplesci¥ate a buffer to hold our signal
and pass it to the BufferSource. We then connedBtifferSource object to the output
channel (context.destination), and kick off rephath its start() method.

/I play some audio
var sendsrc;
function playaudio(sig)

var nsamp = sig.length;

/I create audio buffer source node
sendsrc = context.createBufferSource();
sendbuf = context.createBuffer(1,nsamp,context.sam pleRate);

/I copy in the signal
senddat = sendbuf.getChannelData(0);
for (i=0;i<nsamp;i++) senddat[i] = sig][i];

/I kick it off

sendsrc.buffer = sendbuf;
sendsrc.loop = false;
sendsrc.connect(context.destination);
sendsrc.start(context.currentTime);

}
To stop the audio playing, it is possible to ch# BufferSource stop method:

sendsrc.stop()

4 Advanced web audio functionality

In this section we highlight additional JavaScipjects and functions available
through the web audio API which allow us to loadiadrom the server, to save audio
to the client machine, to record audio and to e@dio signals.

77



To load an audio file from the server, the XMLHtgaRiest object can be used to
transfer the file to the browser, then the decodbdiData method of the
AudioContext object is used to create an arrayagie values. In the code below,
note how the loading of the file is conducted ie ttackground and the loadaudio
functions returns before the data is actually add.

/I load an audio file from server

var signal=[];

function loadaudio(aname)

{
/I Note: this loads asynchronously
var request = new XMLHttpRequest();
request.open("GET", aname, true);
request.responseType = "arraybuffer";

/I callback loads signal into global buffer
request.onload = function() {
context.decodeAudioData(
request.response,
function onSuccess(buffer) {
signal = new Array(buffer.length);
var srcbuf = buffer.getChannelData(0);
for (var i=0;i<buffer.length;i++) signal[i] =

srcbufi];
function onFailure() {
alert("decodeAudioData failed");
}
)i
I3
/I get file

request.send();

Samples are stored as floats in the range -1.01t0 and converted to the
AudioContext sampling rate. The decodeAudioDatahoetsupports a number of
audio file formats, including MP3.

To save a signal back to the client machine, watera WAV file in memory then
trigger a download request by faking a click toypdrlink. We use methods of a
DataView object to gain access to a byte buffenant a 16-bit version of the audio
signal to the buffer complete with a WAV file heade

Il set bytes in a buffer
function writeUTFBytes(view, offset, string)

var Ing = string.length;

for (vari=0;i<Ing;i++) {
view.setUint8(offset + i, string.charCodeAt(i));

}
}
/I make a WAV file from signal (16-bit mono)
function makeWAV(signal)

var buffer = new ArrayBuffer(44 + signal.length * 2);
var view = new DataView(buffer);

Il RIFF chunk descriptor
writeUTFBytes(view, 0, 'RIFF’);
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view.setUint32(4, 44 + signal.length * 2, true);
writeUTFBytes(view, 8, 'WAVE");

/l FMT sub-chunk

writeUTFBytes(view, 12, 'fmt');
view.setUint32(16, 16, true);
view.setUint16(20, 1, true);
view.setUint16(22, 1, true);
view.setUint32(24, context.sampleRate, true);
view.setUint32(28, context.sampleRate * 2, true);
view.setUint16(32, 2, true);
view.setUint16(34, 16, true);

/I data sub-chunk

writeUTFBytes(view, 36, 'data’);
view.setUint32(40, signal.length * 2, true);

I/l write the PCM samples

var Ing = signal.length;

var index = 44;

for (vari=0;i<Ing;i++) {
view.setInt16(index, signal[i] * 30000, true);
index += 2;

}

/I make final binary blob
var blob = new Blob ( [ view ], { type : 'audio/wa v'});
return blob;

}

I save file
function saveaudio(sig)

/l create a hyperlink and fake a mouse click on it
var a = document.createElement('a’);
a.href = window.URL.createObjectURL(makeWAV(sig));
a.download = 'download.wav';
var event = document.createEvent("MouseEvents");
event.initMouseEvent(

"click", true, false, window, 0, 0, O, O, O,

false, false, false, false, O, null

);
a.dispatchEvent(event);

}

To make a recording using the microphone on thentlnachine, we first make
use of the navigator.getUserMedia method to gaiesscto the microphone, then we
use the AudioContext object set up a processinig ¢tan the microphone to a script
which siphons off the data passing through it angpobal buffer. For security reasons,
the getUserMedia function pops up a dialog to ther wequesting confirmation that
the script may access the microphone.

/[ start audio processing
var micsource=null;
var capturenode=null;
var recording=0;
function startrecording(stream)
{
/Il create the microphone source
micsource = context.createMediaStreamSource(stream );

Il create a processing node to capture the data

capturenode = context.createScriptProcessor(8192, 1, 1);
capturenode.onaudioprocess = function(e) {
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if (recording) {
/I only save data if recording flag is set
var buf=e.inputBuffer.getChannelData(0);
for (i=0;i<buf.length;i++) signal.push(buf[i]);

I

/I connect microphone to processing node and to ou tput.
micsource.connect(capturenode);
capturenode.connect(context.destination);

}

/I start/pause recording
function recordpause()

/I restart acquisition after pause
if (Irecording) {
signal = new Array();

/l first time only request use of microphone
if (micsource==null) {
/I accommodate different names in different brows ers
navigator.getMedia = ( navigator.getUserMedia ||
navigator.webkitGetUserMed ia ||
navigator.mozGetUserMedia |l
navigator.msGetUserMedia);
navigator.getMedia(
{audio:true},
startrecording,
function() { alert('getUserMedia() failed"); }

}

/I start/pause function
recording = 1 - recording;

The first time the recordpause function is caltbd, recorded signal buffer is reset
and the microphone is acquired. The second tireggitording is paused. In this code
the recording is never actually stopped, merelyedafrom adding to the captured
signal. This means that recording may be restaméttiout re-acquiring the
microphone which would have caused another scresefirimation.

To demonstrate how some signal processing mighagmied to a signal, we
implement below a non-recursive low-pass filtet@0Hz using the window method,
then apply it to the audio signal through convalnti

/I sinc function sinc(x) = sin(x) / x
function sinc(x)

return Math.abs(x)<1.0E-10 ? 1 : Math.sin(x)/x;

// build non-recursive low-pass filter.
function nrlowpass(freq,ncoeff)

/I create symmetric buffer

var nhalf=Math.floor(ncoeff/2);

var filt=new Float32Array(2*nhalf+1);
/I calculate sinc function

var omega=2*Math.Pl*freq;
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for (var i=0;i<=nhalf;i++) {
filtinhalf+i]=filt{nhalf-il=omega*sinc(i*omega)/M ath.PI;

/l Hamming window
for (var i=0;i<=2*nhalf;i++) {
filt[i] =filt[i] * (0.54-0.46*Math.cos(i*Math.PI /nhalf));

return filt;

}

/I apply a filter to audio
function filteraudio()

var Ipfilt=nrlowpass(1000/context.sampleRate,31);
var fsignal=new Float32Array(signal.length);
// convolution
for (var i=0;i<signal.length;i++) {
var sum=0;
for (var j=0;j<Ipfilt.length;j++) {
if ((i-))>=0) sum += signal[i-j]*Ipfilt[j];

fsignalli]=sum;

signal=fsignal;

Other aspects of JavaScript programming are impbffiar building software
analysis tools, but are outside the scope of tttisle In particular, worker threads
are useful mechanisms for performing long calcaofetiin the background without
tying up the user interface; and the window.reqishationFrame() function is
useful in building animations which synchronizetie display refresh rate.

5 Web audio software development

It is not always necessary to program web apptioatfrom scratch, since there are
an increasing number of freely available libraridsstandard functions to reduce
development time. Perhaps the most well-known iged®, but we mention a few
libraries directly relevant to speech analysis Welo

5.1 Graphing Libraries

Web applications can create graphical elements ek ag text. Modern web
browsers support both pixel-based and vector-bdsmaing in 2 and 3 dimensions.
For speech signal analysis applications, a commeuirement is to produce
mathematical graphs and charts, and a library afflydrawing functions provides a
simple means for creating graphs without the nedxild them from primitives such
as lines and dots.

The Flotr2 graph plotting librafyis a set of JavaScript objects and functions for
plotting simple data plots and charts. It is opearse and free to use. The Flotr2
library supports all major browsers including mebiand can produce scatter plots,
line plots, bar plots and pie charts.

3 https://jquery.com/
4 http:/lmww.humblesoftware.com/flotr2/
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The Highcharts graph plotting libr&rg another pure JavaScript library for plotting
graphs. It has more options than Flotr2 and ittla fhore complex to use. Highcharts
is a commercial product, but is free for persorsa. I'he Highcharts library supports
all major browsers including mobile, and can pradscatter plots, line plots, bar
plots, pie charts, boxplots and many specialisetspl

5.2 Mathematical Libraries

Although JavaScript comes with a standard set éfiemaatical functions, it is often
useful to be able to call on existing librariesnmithematical functions that support
signal processing or statistics.

DSP.js is a comprehensive digital signal processimmry for JavaScrift It
includes many functions for signal analysis andegation, including Oscillators
(sine, saw, square, triangle), Window functions r(ilaHamming, etc), Envelopes
(ADSR), IR Filters (lowpass, highpass, bandpast;hy), FFT and DFT transforms,
Delays and Reverb.

SimpleStatistics is a library of basic statistitectiong for performing descriptive
and inferential statistics, including regression.

5.2.1 Examples

The following example web applications were writtgnthe author and chosen to
demonstrate the functionality that can be achieweiig only HTML, CSS and
JavaScript within a web browser.

RTSPECT www.speechandhearing.net/laboratory/
rtspect
RTSpect provides a real-time spectruf =~ = 'f

display from the user's microphon
with  waveform,  spectrum

Waveform

filterbank graphs. The applicatiorE?Z‘ZQ.r':\/v"v‘\w'uf\:"\"‘f*«ﬁ.,nﬁ-f‘1\"«1'\ff\,f'V“»”w‘”\-"-f"*—-“"‘"f%-%-ﬂﬁd\‘

implements a real-time discrete fourie s
transform and performs graphicg .
animation using the Flotr2 library.

S http://www.highcharts.com/
6 https://github.com/corbanbrook/dsp.js/
7 http://simplestatistics.org/
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AMPITCH www.speechandhearing.net/laboratory/
ampitch

-oEm

AmPitch  provides a realtime = =
amplitude and pitch track display fro
the user's microphone. The applicati

a6 0 3 8 =

Stop  Pause Configure  Help

. X I8 Paused
implements an autocorrelation base|
fundamental frequency estimatior ™ '
algorithm and scrolling animation using|... V\ ¥ iq\ :
the JavaScript animation methods. ,“x W Y \‘l\
Lo I | y A

100 | \ ﬂ\
WASP www.speechandhearing.net/laboratory/

wasp
WASP allows the user to record speeg @« - - |

from the microphone and to display i
waveform, spectrogram and pitch trac
The application implements the SWIP
pitch estimator (Camacho & Harris|
2008) and spectrogram calculatior:=
These run in worker threads sinc
neither work in real time on mos| .«
devices.

Load Save Record Play Stop Z‘ﬁ'" 2832" Left Right

Fundamental Frequency ()
#

CR
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IMPROS www.speechandhearing.net/laboratory/
impros

ImPros is designed as a tool to improy. =
the prosody of language learners. TW YT
user can record a sentence and comp:
its prosody with a teacher’'s versior
The application implements mel
frequency cepstral coefficient (MFCC
calculation together with the SWIPE
pitch estimation algorithm and dynami
programming time alignment.

Contents Prev Play Next 17 Load Save Record Play

ESYSTEM www.speechandhearing.net/laboratory/
esystem

ESystem is a tool for teaching an/
learning signal and systems theory. Tﬂ
application implements a genera
purpose filtering library and fourier| .
analysis. It uses the Flotr2 grap/.— |
library.

(=

= 2

g g =] 2

= i
=

Output Wavetorm

It
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6 Discussion and the future

Tablet computers may never fully replace convemtiolaptop and desktop
computers for some applications. But their incregieumber, power and ubiquity mean
that software developers cannot shy away from ngattieir tools and applications
available on these platforms. This article has shthat at least some speech analysis
tools originally developed for the Windows platfocan be made to run fairly well as
web applications within the browser on tablets Ksan the web audio API.

Some incompatibilities between computing platfomamain, particularly in the
area of the web audio APl which is still quite nedpple iOS seems to put more
constraints on how the AudioContext object is usethpared to Android. These
problems will be overcome in time, and the futuiié surely see more web audio
applications like the ones described in this aticl
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In the future, there is scope for more sophistitaise of the web application
environment, particularly through the exploitatioh cloud computing and social
networking. The interconnectedness of tablet compguallows for new kinds of
collaborative work in which data may be collectetl aanalyzed, and the results
shared. We are beginning to see applications frcttlaborative construction and
labelling of speech corpora, the exploitation ofivealanguage speakers across the
globe for phonetic analysis and pronunciation trjnor the running of experiments
in production and perception with hundreds of sciisjen their own phones.

The open nature of web programming could be exaldid help advance the field
of speech tools if authors are willing to share lanpentations of state-of-the-art
algorithms within the web application frameworknh hopeful that libraries of speech
analysis algorithms will be made available in tlaene way as the graphics and
mathematical libraries mentioned above.
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This publication, recommended by John Wells anch Mhidment, is authored by
Jolanta Szpyra-Koztowska,an Associate Professor of English Linguistics @hdir
of the Phonetics and Phonology Unit in the Depantnaé English at Maria Curie-
Sklodowska University, Lublin, Poland. Jolanta Szpioziowska has already
published 7 books and over 100 papers on English Rolish phonology, the
phonology-morphology interaction, the acquisitioi Bnglish phonetics and
phonology by Poles, pronunciation pedagogy, forgigeent perception and gender
linguistics.

This book addresses the issue of selection of pr@ation models for EFL learners.
It is a relevant question, as the number of learoéEnglish as a Foreign Language
(EFL) is now estimated at around 1.5 billion, arsdtlae concept oEnglish as an
International LanguagéEIL) or English as a Lingua Frano@&LF) has greater impact.

The book first presents arguments for the impodari@ronunciation and provides
an overview of recent debates about the choiceafynciation models (Jenkins, 2000;
Kachru, 1986; Lewis, 2005; Setter, 2010; WalkerlDO0 It then underlines that
pronunciation theory and assumptions, such asupeesacy of some models, the
primacy of suprasegmentals, and the need for naseictors, have been challenged.
It therefore deals with practical aspects of phigriestruction while providing answers
to a series of questio&glish Foreign LanguagEFL) teachers are facing.

The volume contains four chapters with a significanmber of endnotes, a
bibliography, as well as subject and author index€bapter 1 asks what
pronunciation should be taught to foreign learmdr&nglish, Chapter 2 establishes
pronunciation priorities for EFL learners and Cleap8 deals with the issue of
effective phonetic instruction while proposing ali$iecc multimodal approach.
Chapter 4 sums up the main points discussed ifirftehree chapters.

As the book tries to be both general and spe@fich chapter is divided into two
parts (Part A and Part B). Part A presents a gétteraretical discussion and Part B
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verifies the theoretical claims raised in Part fotlgh evidence provided by studies
with Polish learners of English.

Chapter 1. English Pronunciation Teaching: Global ersus Local Contextgpp.
1-66) first shows the need to teach and learn theymciation of a foreign language,
an important, yet often neglected, aspect of laggul then focuses on the goals of
pronunciation teaching and learning and on thectiele of an appropriate English
pronunciation model. After a critical evaluationtbe EFL and the EIL (or ELF)
approaches, a concept carrying the potential @n@tng the two opposing views, a
Native English as a Lingua FrangdELF), is introduced and comparisons of the
features of the three approaches are summarizedtable. A few pages are also
dedicated to the distinction between EFL &mgylish as a Second LanguafeSL).
Factors for diagnosing the local educational canté>EFL instruction and learner-
related and teacher-related determinants of praatimie instruction are reported. The
educational context factors include the nationagleage policy, teacher preparation
or the curriculum, while the learner- and teaclsated factors include students'
goals, expectations and motivations, as well age@achers' experience, involvement
or attitude as to the role of pronunciation.

Chapter 2. Global and Local Pronunciation Priorities (pp. 67-139) deals with
the quest to identify the factors which are mostvant for achieving intelligible
pronunciation. Part A discusses the major aspdciganunciation theories, then
describes and evaluates recent proposals on priationdheories (Collins and Mees'
Pronunciation Error Ranking, 2003; Cruttenden's kgam English and
International English, 2008; and Jenkins' Linguarea, 2000). Based on these
proposals, the author suggests that EFL phonodigdaicistructors should focus on
words usually mispronounced by learners and worldelwprevent intelligibility
more than sounds and prosodic patterns. The naftsteh words and the reasons for
their mispronunciation are considered, as welltesimpact of written forms on
pronunciation. Finally, the chapter addresses #wmentals vs. suprasegmentals
debate, i.e., should speech sounds or prosoditgeelgiority for EFL learners? The
author suggests that the phonetic distance betivkamd L2 be considered first and
that the impact of specific segmental and prosat#giations from the L2 on
intelligibility be evaluated by empirical researétart B mentions studies supporting
the claims made in Part A concerning phonologicadlyiant words which hinder the
intelligibility of phonetically difficult words andhe source of their mispronunciation.
A study on identifying pronunciation priorities fBolish learners is also summarized.

Chapter 3. Pronunciation Inside and Outside the Clasroom: A Holistic
Multimodal Approach (pp. 140-224) is devoted to aspects of instruefion
procedures in and outside the language class.dsetheed to be both effective and
attractive, as well as learner- and teacher-frigntlie author first discusses the
importance of developing learners' concerns fordga@nunciation and proposes a
holistic motor-cognitive-multimodal approach to sessful phonetic instruction. This
approach has four main components: (1) articulatiaining, (2) auditory training,
(3) explicit phonetic and phonological procedurstiactions to understand how L1
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and L2 sound systems work and how the interferermdsieen them affects
performance, and (4) use of multisensory reinfoeas in the acquisition of L2
phonetics and the presentation techniques. Thessiég®f pronunciation learning
outside the classroom, the development of studaotehomy, the need to provide
feedback of learners' phonetic performance anddneection of errors are further
described. Part B summarises empirical studieh®@effectiveness and attractiveness
of pronunciation teachings, such as the use of giiodrills, articulatory description,
phonemic transcription, comparison of L1 and L2t systems, songs, poems and
drama elements, and error correction to verifydléms made in Part A.

Chapter 4. Concluding Remarks(pp. 225-233). The 10 pages of this chapter
briefly sum up the major claims made in the prengdihapters and indicate those
areas of modern English phonodidactics for foréeégmners that need closer attention
from EFL pronunciation instructors. Thus, a semds30 issues, which must be
considered prior to teaching, are summarized.

This publication considers a fundamental and pratctssue: the teaching of the
pronunciation of a foreign language, which is thajon aspect of a language for
learners at a time when English has become a Likgaraca. Its overviews of recent
theories on the subject may also catch the read#estion. Moreover, Szpyra-
Koztowska provides convincing arguments restingaomsearch-based approach. In
conclusion, we could say that although some thmaideparagraphs may appear
daunting to some, the issues themselves are enpadiere should be two possible
groups of readers for this book: English teachensarticularly those with an
enthusiasm for pronunciation instruction and phicreets, postgraduate researchers,
as well as students of English and ELF theoretgcvaimo should not remain indifferent
to the theoretical and thought-provoking insightsointains.
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Sun-Ah Jun is a Professor in the Department of Wistics at the University of
California, Los Angeles (UCLA). Formerly a stud@ftMary E. Beckman, Jun has
worked on the phonetics and phonology of Korearsqulyg, published in the book
The Phonetics and Phonology of Korean Prosody:Hational Phonology and
Prosodic StructuréGarland Publishing, Inc., 1996). She is curretitly President of
the International Circle of Korean Linguistics (202016).

This edited volume is the second volume of Juresodic Typology: The
Phonology of Intonation and Phrasii@UP, 2005). Like the first volum@rosodic
Typologyll, is based on a single basic theoretical framew®hie Autosegmental-
Metrical (AM) model of intonational phonology (imtealia, Beckman and
Pierrehumbert 1986). Unlike the first volume, haffthe languages, which vary in
their word prosody as well as their geographic rithistion, are understudied
languages or researched through fieldwork.

Prosodic Typology llis organized in seventeen chapters, beginning waith
informative Introduction (chapter 1 by S.-A. Jump. A-5) and closing with two
didactic chapters: A chapter that discusses théaadetogy of studying intonation:
from data collection to data analysis (chapter 6 bA. Jun and J. Fletcher, pp. 493-
519), and a summary of the three key parametgueosodic typology, as suggested
by Sun-Ah Jun: prominence type, word prosody, aadroxrhythm (chapter 17 by
S.-A. Jun, pp. 520-539).

The other fourteen chapters proceed as followsi@er of appearance): 2. Sénia
Frota: The intonational phonology of European Ryprase (pp. 6-42). 3. Pilar Prieto:
The intonational phonology of Catalan (pp. 43-80pdameer ud Dowla Khan: The

8 In the first volume, Jun edited descriptions of thimnation and the prosodic
structure of thirteen languages: German, Greekcl)uBerbo-Croatian, Japanese,
Korean, (Pan-) Mandarin, Cantonese, Chickasaw (dvéaAmerican Indian
language), Bininj Gun-wok (an Australian aborigifenguage, AKA Mayali),
varieties of Italian, Four Dialects of English, daaedish.

89



intonational phonology of Bangladeshi Standard Béin(pp. 81-117). 5. Elinor
Keane: The intonational phonology of Tamil (pp. 4B8). 6. Chad Vicenik and Sun-
Ah Jun: An autosegmental-metrical analysis of Georghtonation (pp. 154-186). 7.
Anastasia M. Karlsson: The intonational phonologyongolian (pp. 187-215). 8.
Anja Arnhold: Prosodic structure and focus reaiaatn West Greenlandic (pp. 216-
251). 9. Janet Fletcher: Intonation and prosodyalabon (pp. 252-272). 10. Shelome
Gooden: Aspects of the intonational phonology ofidizan Creole (pp. 273-301). 11.
Bert Remijsen, Farienne Martis, and Ronald Severirfge marked accentuation
pattern of Curacao Papiamentu (302-323). 12. CaBossenhoven: Complex
intonation near the tonal isogloss in the Nethelafpp. 324-364). 13. Dana Chahal
and Sam Hellmuth: The intonation of Lebanese angp@n Arabic (pp. 365-404).
14. Gorka Elordieta and José Hualde: Intonatideisque (pp. 405-463).15. Yoshuke
Igarashi: Typology of intonational phrasing in Jagse dialects (pp. 464-492). The
organization of these chapters is well justifiedha Introduction (pp. 3-4), yet, each
of these fourteen chapters stands alone, and tneréfe chapters can be read in any
order, so that the reader can choose the langhagenbst intrigues her/him.

In addition to the book, the volume has its own sviel) where interested readers
can listen to (close to) 400 sound files associatigtl all the figures included in the
book and that exemplify prosodic phenomena disclsse the chapters
(www.oup.co.uk/companion/jun2).

Since this volume deals with fourteen languaged,iarfew cases, with group of
languages, differences in the descriptions areag&geyet all chapters present the
same topics: The word prosody of the language, odstbf data collection, the tonal
inventory, intonational characteristics of focusswdy, and the prosodic structure of
the language. All chapters (except for Japanesgpfeh 15)), also present intonation
of various sentence types. The descriptions ofttmal categories and prosodic
patterns for each language and dialect is carnigy the tonal labeling system of
ToBI (Tones and Break Indices). This unified antiotasystem, together with the
coherent terminology, symbols, and conventions l&twenables a clear prosodic
comparison across languages. Due to the spacetionis of this review, in the
following, | will highlight some core findings abevhe word level prosody, of each
of the fourteen studies.

Chapter 2 European Portuguese (EP)This chapter describes the three domains
of prosodic phrasing in EP: Prosodic Word (PW), alhis the domain of many
segmental and prominence properties; Phonologizade (PhP), which only plays
role in rhythmic and prominence related phenomamda, Intonational Phrase (IP),
which is the main domain of prosodic manifestatigegmental, durational, tonal and
of prominence). The most salient feature of ERtie $parseness of pitch accents with
the IP.” (p. 40). An interesting interface betwsegmental processes and intonational
structure of questions is presented — EP doesomgpiess or truncate tonal structures
(p. 26): When a sequence of tones is aligned wisingle syllable, the segmental
string is extended either by lengthening of thdemrcvowel or by a vowel epenthesis.
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Chapter 3 Catalan: This chapter describes the properties of threeaitmsnof
prosodic phrasing in Catalan: PhP, Intermediateasthr(ip), and IP. Also, the
description comprises a single type boundary temebbth ip and IP. The chapter
mainly discusses the speech acts and pragmatiextoot intonation. The author
points out several issues that are still unresolitldl respect to Catalan, concerning
the AM framework. Among them is the contrastive an¢onal alignment that was
found in the rising pitch accents. The author code$ that “In general, the Catalan
data provides evidence that the fixed tonal aligmme the standard definition of
bitonal pitch accents does not correspond witrethpirical data.” (p. 79).

Chapter 4 Bengali: This chapter is based on recordings from a largeber of
speakers in varied contexts. The model of Banghkid&sndard Bengali intonational
phonology distinguishes the three domains: Accénplmase (AP), ip, and IP.
Moreover, the chapter presents the rich tonal itorgrand phonological interactions
between tones, with exceptional attributes of dou$ high tone.

Chapter 5 Tamil: This chapter show how the inventory of pitch ats@m Tamil
is highly restricted, even when manipulating theut® type (broad vs. narrow).
Moreover, the chapter distinguishes two prosodimaias: AP and IP, while ip
structure requires further investigation. Declaatind interrogative tonal structures
are also inspected.

Chapter 6 Georgian: The authors propose that Georgian has three lefels
phrasing: AP, ip, and IP. Each of these phrasesanaswentory of three final
boundary tones, which mark their right boundang #d ips are also marked with
phrase-final lengthening. APs are also marked vt tonal marking: Four phrase-
initial Pitch Accents; and one Phrase Accent, wisdssociated with antepenultimate
syllable.

Chapter 7 Halh Mongolian: The proposed analysis of Halh Mongolian does not
recognize any Pitch Accents in this language. RatHalh Mongolian seems to
belong to edge-prominence (according to Jun's (R6@®logy). Thus, pragmatic
meanings are achieved within the domain of phriasé houndary tone.

Chapter 8 West Greenlandic:The author proposes that the prosodic hierarchy of
West Greenlandic consists of three units: Mora, &W IP. The Mora is the tone-
bearing unit; The PW is marked by tonal contour argihgle underlying word-final
tone (HLH sequence), and the IP is the domain clirtiion.

Chapter 9 Dalabon: This chapter deals with an endangered Austradinguage —
Dalabon. It is assumed that Dalabon is a stresenadanguage, but with edge-
marking phrasal elements, in the realization otifod he IP is the highest unit in the
prosodic hierarchy, with an AP unit below it, thie PW and Foot.

Chapter 10 Jamaican Creole (JC).JC seems to have two phrasing units above
the word: ip and IP. The falling pitch accent is tnost prevalent (among the four
accent categories in JC), and is realized in setyaof utterance types. In addition,
there is an inventory of three right-edge boundangs at the IP level, and two phrase
accents at the ip level. JC also uses pitch adoemark emphatic focus, which
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together with the syntactic reorganization, is used double complex foci (prosodic
and syntactic) process.

Chapter 11 Curacao PapiamentuThe chapter deals with the interaction between
lexical tone and intonational prominence of theaGao dialect of Papiamentu. This
study found that the formal realization of the t&fitone is not constant across
sentence types. Thus, both lexical and sentenet-leformation weigh in the
specification of tones.

Chapter 12 Helden and Venlo Dutch:n this chapter, the author claim that the
dialects of Helden and Venlo are tone languages bacause of that are distinctive
from their perceptually close dialects of Standardch. The chapter describes, in
detail, the two IP-final declarative contours: faccent 1 (toneless) and accent 2
(includes tone); and the more complex patterndReinal interrogatives contours,
for the two accents. The two dialects are also @agpto the dialect of Roermond,
and a phonetic and phonological dialect continusisuiggested.

Chapter 13 Lebanese Arabic and Egyptian ArabicThis chapter compares two
intonational phonology systems of two different Bicadialects: Lebanese Arabic and
Egyptian Arabic. The authors have found similasitias well as differences, in the
inventory and distribution of pitch accents in #nego dialects, but boundary tones, and
to some extent, phrase tones are similar in batlects. Since the study compares the
findings and analysis of two separate researdngsithe authors call for a future study,
which will explore different Arabic varieties by iaues of directly parallel comparison.

Chapter 14 Basque:The chapter concentrates on two varieties of thegBe
dialects: Northern Bizkaian Basque (NBB) and Stamddasque (SB). The two
varieties are different in their word level prospdg NBB has a lexical tone system
(i.e., pitch accent system) and SB is a stressrtededialect. Nevertheless, the
analysis of both varieties reveals three prosoditsuAP, ip, and IP. Declarative,
interrogative, imperative, and exclamative sentetypes are also examined with
respect to their basic intonational contours.

Chapter 15 Typology of intonational phrasing in Jagnese dialectsThe chapter
is concerned with Japanese dialects without lelyisgdecified tone, and tries to find
the intonational properties that distinguish betwée two subgroups (one-pattern
accent vs. accentless). The author proposes aficlassn of the two [-lexical tone]
dialects solely based on a parameter concerningational phrasing ([+multiword
AP]). He then summarizes that the variability oledrin tonal shape can be derived
by the two binary parameters [+ lexical tone] at{ilitiword AP], and does not serve
as a classification property on its own. The sequart of the chapter, further applies
this classification to four other dialects of thdejical tone] dialectic group.

As mentioned above, the volume ends with two gémbiapters. The first is about
the methodology of studying intonation, and theosemutlines the prosodic typology
encompassing the fourteen languages' specific igé@sais, which is suggested as a
unified typology for the Intonational Phonologyrfrawork.

Chapter 16 Methodology of Studying Intonation: From Data Collection to
Data Analysis provides extremely valuable information on varionsthodological
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aspects in the study of intonation. With its cleaguage and organized structure, the
chapter systematically describes how to accomgistiate of the art intonational
research program. The first phase is dedicatetidartethodology for designing a
prosodic database for each language type, in tefntexical word structures, and
explains how to build multi-word sentences in ortlertease apart the word prosody
from phrasal prosody...” (p. 494). Then the methogyplof collecting other sentence
types than declaratives is introduced, followed bgigning the prosody of focus. The
next step, according to the authors, is to examhieg@rosodic constituents (i.e., units)
of a certain language and to set the relevant giodoerarchy. The last step in the
design of intonational phonology research is todteon the speakers and the lab
settings, as well as how to prepare the scriptethpts carefully. Following this
design, the authors give Dos and Don'ts on howltect the data, how to process the
fieldwork and the recordings. The last sectionh&f methodological chapter deals
with the analysis. Here, the critical use of acisughonetic software is introduced.
The chapter continues by presenting the annotgtase, where decisions on tonal
categories and symbols are crucial. As a summasgy,chapter presents all tonal
categories and diacritics that can be used in iésgrand analyzing intonation
contours (pp. 517-518). This is also the part wiiehauthor claims “should apply to
all languages if analyzed in the framework of idonal phonology.” (p. 519).

Chapter 17 Prosodic Typology: By Prominence Type, Wd Prosody, and
Macro-rhythm presents the revised model of prosodic typologynjeared to the
first volume (Jun, 2005)]. This model consists bfee parameters: Type of
prominence marking, word prosody, and macro-rhytiocording to Jun, this
typology allows for comparison between languages tielong to the same type of
word prosody and prominence marking, but differthy global pattern of phrase-
medial intonation contour. On the other hand, tndglel captures intonation patterns
across languages that do not share the same typerdfprosody and prominence
marking. The innovative parameter of macro-rhyttprmpposed in this book, is
defined here as phrase-medial tonal rhythm, whagitures the regularity of phrase-
medial intonation patterns across languages.

Last, in addition to the core chapters, the bookaias a List of Abbreviations (pp.
xiii-xv); a 40 page Reference list and a 7 pagexaf key terms in prosodic typology,
which | found very useful (although the pages aveailways precise, for example
“secondary accent” was not found on page 401).,Tthigether with close to 400
annotated and segmented pitch track figures, nf@ikebbok a good reference and
guide for researchers and graduate students workingntonation and prosody,
especially for those who are willing to build orfine a phonological model of
intonation in an under-studied language.
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This Festschrift was presented to Prof. Vincent \euven, Professor of
Experimental Linguistics and Phonetics at Leidenvewsity on his retirement in
2014. The volume contains 27 papers dealing withiowa languages and
experimental phonetic topics, which were writtencbileagues and PhD students of
Prof. van Heuven. We can divide the papers intedletusters: 1. languages, 2. topics,
and 3. analysis methods.

1. The languages dealt with in the book are (maiBlytch, North-West Indo-
Aryan (spoken in the northern part of India, Palisand the region), Zulu, English,
Indonesian and Austronesian languages, Danish amdiSh, Greek, Chinese and
Wenzhou Chinese (Chonggink dialects), Carib (them€les Kondre dialect), Italian
(the Sienese dialect of Tuscany), Tundra Yukagiiid Agreer Dinka (spoken in
South Sudan). Dutch, discussed in several papedsEaglish are studied also in
comparison with some of the other languages.

2. Diverse phonetic topics are presented, incluttegfollowing linguistic areas:
phonetics-related subjects (acoustic phoneticdatdgl monitoring, pauses, tonal
coarticulation, laryngeals in Dutch, affricates English and vowel duration
categories as well as phrasal stress), prosodyirdadation (effects of prosodic
structure, tone, boundary tones, stress, pitchnagdacement, in general and in L1
and L2, intonation, and tone in whispered spegmycholinguistics (pauses, speech
errors, perception of fricative devoicing), Soaiglilistics (age, level of education),
dialect features (in Dutch and Chinese), Grammamadtics and etymological
aspects in questions, and graphemic systems aimceffext on the development of
different languages.

3. The analysis in these chapters demonstrateggakh of methods currently used
in experimental phonetics. The papers begin wiiteeature survey, which is often
rather detailed. The papers use methods, whichroophast assumptions or features,
as well as enhance new approaches and theoriepapees include computational
programs, databases, and various other ways ofjistudpeakers'- or listeners'
performance. Thus, many of the papers presentefigand tables of their findings.
Below is a summary of all the papers in the ordeheir appearance in the book:
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Joan L. H. Baart, Tone and stress in North-West4Ad/an: A survey (1-13). The
paper deals with the contrastive lexical tone af tnguages in the title. These
languages (a few hundred of them) are classifiedtimee groups: Punjabi (Hindu-
Urdu), Shinna, and Kalami. The analysis reflectsftitt that several of them lost their
breathy-voiced speech sounds and they lack tonerdiemt words, others have tone
and breathy voiced phonemes, and still others ddvaee tones, but have breathy-
voiced phonemes. The tones can be complex, risiddalling, or simple tones. In
some of these languages, word accent depends lablsystructure, changing when
various grammatical suffixes are attached to thedwén other languages (e.qg.,
Punjabi), word meanings change according to the tgpe and its place. There are
also languages where tone is historical, i.es bt on the surface, but affects word
structure. The variations are numerous, and nayswexpected. The authors end with
a call for more study on these little-researchedlages.

Tina Cambier-Langeveld, Maya van Rossum and Jogwidien, Whose voice is
that? Challenges in forensic phonetics (14-27).s€éhauthors mention in the
beginning several difficulties in the field of Fasic Speech Recognition (FSR),
mainly speaker variability, voice definition andrrteénological description and
conclusions. In phonetics, voice quality is nota relevant for the research, but
voice quality is very important in speaker idewéfiion, because it is “woven into the
fabric of speech” (p. 17, quoting Laver, 1994: Phese authors think that voice
quality problems are due to the fact that it issidered componential, and mention
Kreiman and Sidtis (2011) who present many examadgénst the assumption that
voice quality can be described by feature listgilkan and Sidtis (ibid.) suggest that
its description is based on pattern recognitionfaature analysis. The authors of this
paper add that speech perception depends not onlieospeaker, but also on the
listener. It is therefore clear that this subjextai serious challenge for research.
Cambier-Langeveld et al. suggest creating a “byjralip” that will enable collection
of similar elements in different voice examples {bé suspect and the original
recording) and then checking for the similaritiesviieen them. The advantage of this
method is that is does not oblige the analyzingnplioian to express a clear opinion
about the recorded voices, but to base the repbrtom acoustic facts.

Johanneke Caspers, Pitch accent placement in gteh second language: An
exploratory investigation (28-41). This author stéisdhe question of how pitch accent
differs in native speakers from speakers of othegliages, when they speak the same
language. This paper compares Dutch-L2 speech lidhPd-rench, Chinese and
Hungarian speakers with Dutch-L1 speakers. Checkiogntability in Dutch words
spoken by these examinees, revealed that they @eddihe necessary accents and
most of the incorrect accents did not occur (theey spoke mainly “correctly”). The
Dutch-L2 speakers accentuated about 2/3 of thenpally accentible syllables in the
test words, whereas the Dutch L1 accentuated thesn(at about 1/3 of the options).
But other differences between the language groegd the researcher to study the
differences between “plastic” and “non-plastic” dalages (Dutch being plastic,
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whereas French is not). Although the author ndiasthis study has its limitations,
its findings reveal a strong effect of L1 (matchprgvious studies).

Lisa Lai-Shen Cheng and Laura J. Downing, The gmblof adverbs in Zulu (42-
59). After previous publications about the Zulugaage by these authors, this paper
begins with noting that in this language, advedrsappear as prosodically-linked to the
main sentence (utterance) or separated from itefabd/can appear in neutral and
focused contexts, they can be single or multipla sentence, and certain syntactic
structures affect joining or dis-joining the adveddithe sentence structure. These
researchers designed a syntactic analysis treehitludes the adverbs and shows this
difference. (These points are demonstrated by ebesyqf course.) The authors finally
suggest that Zulu adverbs have a nominal naturtheneffore can be selected by verbs.

Crit Cremers and Maarten Hijzelendoorn, Meaningftdmmar is binary, local,
anti-symmetric, recursive, and incomplete (60-7This paper deals with the
calculation of linguistic meaning, based on thewgram Delilah (designed for this
purpose) and an improved program named “incompléiedm the work on these
programs, the researchers draw the conclusionlitiratistic meaning includes the
five elements mentioned in the title of their pahile describing the program and
the necessary parameters for it, they analyze Wwhget five elements are important
for sentence comprehension by a computer progrdmondlics is an aspect of
grammar, but it does not create correct word orBaonetics, they write, reflects
language as it is, whereas grammar reflects a &geyas it is never possible to be.
Finally, they consider the five elements as moress a good guess of grammar when
it does what it has to do: pack and provide dyndanmi@rmation about the language.

Anne Cutler and James M. McQueen, How prosodytis mandatory and optional
(71-82). This paper begins with quoting Lehist&%70) and Bolinger's (1964) views
on prosody. The former claims that prosody is aessary part of any utterance,
whereas the latter believes that one could undetsta language even without
intonation (e.g., in silent reading or monotonopsaking). Studies of Dutch and
English reveal opposite phenomena: a stressedkyiia a word did not change its
identification (in English), but did affect its idgfication in Dutch. The authors
describe experiments with word accent stress amesee stress (focus), which show
different results in different conditions. The awi$l conclusion is that both Lehiste
and Bolinger are right. Prosody is necessary aiglsix speech; and users/speakers
heed prosody when it contributes to a distinctiveamnming element in utterances, but
can ignore it when it is not relevant for them.

Rob Goedemans and Ellen van Zanten, No stressotyp@3-95). This paper deals
with the Prosody of Indonesian Languages (Pl)him framework of that project,
which formally began in 1957. At the end of thatjpct, 500 languages were found
in the database (StressTyp) and the knowledge adated there was published in
many papers and books. That database and anoééBaiey, 1995) was merged in
SPD (Stress Pattern Databases), a unified dat@dase 2007). Goedemans and van
Zanten created another database for the internetsé€3yp2), which was almost
completed when this paper was written and is gongclude 700 languages when
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finished. These authors describe a few prosoditifes of these no-stress dialects,
and call for more studies based on new data fromlaeguages.

Charlotte Gooskens and Renée van Bezooijen, Thetedf pause insertion on the
intelligibility of Danish among Swedes (96-108). &lish and Danish are similar
languages in many respects, but they differ inarea of accent. Swedish has a
distinctive stress, which Danish does not havedi8tushow that the acquisition of
Danish is much slower than Swedish, and learnemafsh as an L2 find difficulties
in acquiring it. The issue discussed in this pap&rhether this difficulty depends on
lack of distinctiveness in Danish. They testedyitalding pauses to 15 equal length
sentences, compared to the same sentences, withosés. The testing conditions
differed to some extent from previous studies. Tihdings are however generally
similar: most of the sentences with pauses welterbahderstood than those without
pauses. A deeper analysis found small, but norifgignt additional differences. The
main conclusion is that pauses before prosodic daies help sentence
understanding (probably due to additional procegssine for listeners).

Stella Gryllia, Intonation, bias and Greek NPIspérception experiment (109-
119). This paper examines differences between ttymes of Greek interrogative
sentences: (1) a negative sentence with an unactaegation particle, (2) positive
with an un-accented negation particle. 3. a negasgntence with an accented
negation particle. The findings show a negativefggence for type (1), a positive
answer for type (2) and a less clear preferencenagdtive answers for type 3. These
findings match the research hypotheses and prestadges, but the innovation is that
there is a bias for the positive answer in the adsa positive question when the
interrogative particle is un-stressed.

Yan Gu and Aoju Chen, Information status and LXpdy: A study of reference
maintenance in Chinese learners of Dutch (120-1BBg topic of this paper is
information expression in Dutch, and the differebedveen given and accessiblility
in Dutch. Mandarin-L1 Chinese learners of Dutctipgpated and were compared to
a control group of Dutch native speakers while mggatexts in these languages. The
recordings were made in both the Netherlands arnaClvord durations and pitch
width were measured in both languages. The reBolts both languages show that
the learners are influenced by pitch more than tmatibn. There were acquisition
level-dependent differences between the averageadvanced-level learners as well.

Willemijn F. L. Heeren, Does boundary tone produttin whispered speech
depend on its bearer? Exploring a case of tonaldirg in whisper (131-143). Here
we read about features of male and female whisyeech, which is a complicated
subject. Studies found that although FO was noflabla in whispered speech,
listeners could distinguish interrogative sentenfresn statements in American
English due to cues that differed from those useddrmal speech. In this study,
relative syllable duration, intensity, F1 — F3 fuegcies, and normalized spectral
energy in four frequency bands were examined. Theinfgs matched previous
studies. In general, vowel quality affected altifigs, probably because of the vowel
structure in the vocal tract: open articulationeaféd intensity more than closed
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(vowel) articulation, and accent location affecteindary tone (rising or falling)
perception. The author suggests that close proswdiots challenge production and
perception in whispered speech.

Berend Hoff, The primacy of the weak in Carib prahs@144-151). Accents are
usually associated with the stressed syllableanm; but such a link does not exist in
the Carib Cornelius Kondre dialect. Back in 1968,duthor measured pitch differences
in a stressed foot compared to the following feeddration changes between first and
second syllables of words. He found differencesbeh iambic and trochaic patternsin
these words in all the speakers, when the maissstkas on the last syllable. In this
paper, he compares the stress in 3- and 4- syllailds in iambic and trochaic patterns.
After defining the stress rules in this dialectdoacludes that in any case, there is no
connection between the prominence of a weak +dghagble and the place of the string
stress. On the contrary, “the weaker kind of pranize comes first.” This state differs
from the other two dialects studied by this author.

Jan H. Hulstijn and Sible Andringa, The effectsagé and level of education on
the ability of adult native speakers of Dutch tgreent speech into words (152-164).
The topic of this paper is people's age- and/ocation-dependent ability to segment
a speech passage into words. The starting pdilé¢ iphenomenon that completion of
speech-rate dependent elision of segments (consonvamwvels), syllables, and parts
of whole syllables requires in young speakers tese than older speakers. This
phenomenon (Basic Language Cognition, BLC) is stldiere with 345 participants
of various ages, native and non-native speakeButéh, and various educational
levels. They had to count the number of recordettsvthey heard and write them
down (no timing condition). The results revealeat tih the writing task, the younger
participants were faster and more accurate thaolthe ones. In the counting task,
significant age and education effects were foumdtiépants with higher education,
IQ and better working memory gave more correct answhan other participants. The
education level effect had not been expected. Thiedmgs suggest more complex
meta-cognitive activity than simply speech idenéfion and classification.

Robert S. Kirsner, Doing grammatical semanticd @sniere phonetics (165-173).
Previous papers by this author (Kirsner, 1988, 1@8&cerning Dutch “deze” and
“dies” (‘this’) showed a semantic difference betwésese words in their range of
relevance in the discourse. Here, the author ptesgatistically analyzed phonetic
data of utterances with these words in the contekt®petition and re-chunking.
Another analysis refers to the intonation effectten imperative forms in Dutch
(imperative verb forms and infinitive forms, van wen, & Kirsner, 1999),
statistically analyzed here for utterance-finatlpistructures. The analysis finds that
the verb form (imperative) has less of an effeah@e) than the infinitive. Thus, the
verb can be both real and pseudo-imperative, whehesinfinitive refers only to real
imperatives.

Sara Lusini, Roberta D'Alessandro and Johan RopRbknetic aspects of polar
questions in Sienese: An experimental approach-{88}. The “yes-no questions”
in the dialect of Siena, Tuscany, in Italy, have structures: (1) che fare and (2) che
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+ verb (no “fare”). This paper analyzes 110 recorslmtences (simple and bi-clausal
utterances) read by 11 speakers in questions waith types, with many acoustic
differences between them, as the presented measntretata show. The main
differences involve vowel duration before a pausetlfe word “fare”) and pause
duration. Other differences appeared in intenaity pitch fall before the pause (if it
existed). Pause did not appear in 27 sentencea)eays appeared in the sentences
without “fare”. Thus, sharp prosodic differencessebetween these two structures,
with timing differences as the main distinguishfegture.

Annecke Neijt, Etymological sub-lexicons constrdia graphemic solution space
(189-202). This paper discusses the case of Dutaphgmics. Neijt analyses the
Dutch writing system, in light of Neef's (2005) avah Heuven's (1994) approaches.
Neef (2005) suggested a difference between indigenmrds and foreign/borrowed
words in German; van Heuven et al. (1994) sugge@dtedDutch) several criteria,
which enabled them to identify 90% of the wordsrectly, though errors also
occurred. Neijt rejects Neef's approach and cldiras Chomsky's “triple” approach
(observation, description, explanation) in lingigistnalysis should also be applied in
non-systematic graphemics, due to the integratiowards from many different
languages in Dutch.

Sieb Nooteboom and Hugo Quené, Do speakers trigtiact attention from their
speech errors? The prosody of self-repairs (203-Iheése authors study two manners
of speech-error corrections: during speaking ateat afterance completion. This topic,
while not new, is very complex, as this paper destrates. Many parameters of
erroneous vowels were measured in the speech bL&$ speakers (e.g., timing of
various utterance parts and errors, pitch and lessiimaxima, minima, average,
spectral slant, etc.). The authors found a strongtation between phonetic features of
the studied erroneous vowels and their manner okction. For example, errors
detected early were longer and had higher maximaleaerage loudness than errors
detected later, for which lesser vocal effort wasdu Nooteboom and Quené finally
conclude that speakers have different strategreofoecting speech errors.

Cecile Odé, Field notes from a phonetician on Tantrkaghir orthography (218-
229). This paper discusses problems of an endashizerguage with a small number of
speakers, though published grammars and dicticmaxist and are used in media and at
school, to some extent. Odé presents difficulthesrag different speakers of dialects of
the same language, which are expressed in vatiablecriptions of certain vowel- and
consonant-phonemes. These differences make itwliftio acquire reading, writing,
and comprehension of written texts, and these ssstgate difficulties for both school
teachers and students. To solve these problemsu@désts using Kurilov's dictionary
and transcription rules, despite the deviationsiftioe rules found in his dictionary and
the difficulties caused by this graphemic incoresisy.

Anne-France Pinget, Jans Van de Velde and René rKdgmss-sectional
differences in the perception of fricative devogc{i230-245). Dutch is known for the
fact that /v/ is pronounced as /f/ in syllable das&his phenomenon varies, however,
between Dutch dialects and therefore the paper acesphis phenomenon in three
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Dutch dialects. The experiment involved listenermvineard words from the three
dialects and had to identify /v/ or /f/ in them.€Tthata creation (nine grades, and their
manipulation manner) and the findings are meticsiipdescribed, including listeners'
response uniformity. Differences indicating grads@iead of this phenomenon from
the north to the south appeared. The authors thestie three stages of this process (/v/
> /f/) and observe that periodicity is a very sggomarker for it, whereas timing is not.

Bert Remijsen, Evidence for three-level vowel léngt Ageer Dinka (246-260).
This paper studies vowel durations in the Dinkdedia(spoken in the Western Nile
region, in Sudan).In that language, vowel duratione and voice quality are separate
distinctive features. Voice quality is modal (v)fdcative (f). There are four tones:
High, Low, Fall and Rise / Mid. The author presdmntsmethod, which includes two
structural models and his own hypothesis. Therlatis four levels of morpho-lexical
quantity in two linked levels (mid or end of theanaince), by four segmental systems
and produced by speakers).This project had 36Gitard the acoustical findings and
their statistical analysis have verified that irstAgee dialect, there are three vowel
duration contrasts which are related to morpholddye author finally notes that a
similar system exists in the Luanyjang language.

Tony Rietveld and Niels O. Schiller, Phonetic actsuof timed responses in
syllable monitoring experiments (261-274). This grafocuses on the manner of
phonetic-acoustic level mapping onto the lexicaéleBoth phonemes and syllables
can serve at the level of sub-lexical represemtafitie authors studied the interface
between the phonetic-acoustic and lexical levelbeyT applied a monitoring
technique, which requires participants to answestians that deal with the crossover
interaction between target and word (named thddisid match effect”) within some
time-frame. The studied consonant segments were /lIm and n/ and /k and p/ and
the vowels /e:/, /o:/. The experiment did not confthe hypothesis that there will be
a triple interaction (consonant x studied word rgéd) and clear effects. However,
listeners could not use the (phonetic) informatadoout the identity of the pivot-
consonant (in the target CVC) during the vowelcaitttion if the pivot- consonant
was not affected by the preceding vowel (as happdes the consonant is a stop).
A consonant like /r/ is affected by the preceding/gl and thus listeners can identify
the consonant faster. CVC syllables (with /r/) edvéaster and more accurate
identification than CV syllables. The assumptioatthcoustic information is applied
during syllable examination is confirmed by thetfdat Response Times for C1VC2
are in correlation with vowel duration when thegtreonsonant (C2) is an /l/, /r/ or
nasal (but not a stop).

Franziska Scholz and Yiya Chen, The independerfeetsfof prosodic structure
and information status on tonal coarticulation:device from Wenzhou Chinese (275-
287). The paper investigates if and how much priasstiuctures affect tone
production in the Chinese Wenzhou tonal languabés iEsue of tonal coarticulation
has been hardly studied for this language and fleeratonal languages. The test
material included four tones, in sentences withifaut focus on the same lexeme (as
in answers to yes-no questions), and the examinetdrs were left/right headword
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position, structure (verb-adverb/verb-accusativein)p context (conflicting/non-
conflicting) and focus (present/not present). Thainmeffect was of context and
position, but other significant interactions wefgoafound. Thus, a general pattern
was that tones in the rightmost position covergreater portion of the speaker's vocal
range and exhibited a magnified tonal movementsacati conditions. Moreover, the
FO slopes were steeper in a compatible as opposeddnflicting context, suggesting
that tones coarticulate more with their adjacenesoin conflicting contexts than in
compatible contexts, regardless of the prosodigipnsand information status of the
tone-carrying syllable. In conclusion, the authgwggest that information status and
prosodic structure both affect the strength andrearhy of tonal implementation, but
do so in separate and independent ways.

Dick Smakman and Thomas de France, The acousti&hglish vowels in the
speech of Dutch learners before and after prontiogitraining (288-301).The effect
of phonetic training for L2 learners has been stddin various manners and
languages. This paper focuses on the effects dEraglish phonetics course for
university level native speakers of Dutch. Thinyeffemale students participated in
this experiment, in three groups, according tortimiial pronunciation levels. They
took pre-training and post-training tests, andrisaults were statistically analyzed.
The authors of this paper found that the initidigst” group did not advance, but
rather regressed in its production of the six tbEieglish vowels (which are notorious
for marking Dutch speakers). On the other handesohthe participants progressed
by 50%, above the average for such courses, whitdhnaariation appeared in other
participants' results (improvement or regressidifje authors suggest that more
attention should be paid to the individualizatidrboth phonetic training and course
structure due to participants' diverse personaiifea.

Chaoju Tang, The use of Chinese dialects: Incrgasimlecreasing? Survey on the
use of Chongging dialect (302-210). China is kndamits large number of spoken
languages and dialects. However, the “common laggjuRutonghua, has become
the main language used in it, causing diminishedafi®ther languages and dialects,
in particular among the younger generation. Thigepdocuses on the Chongging
dialect andits rate of use compared to some Gthieese dialects. Participants included
students and non-students. The results varied &paad showed that Putonghua was
dominant at workplaces, whereas the Chonggingatialas used more at home. The
author deduces that the dialect will apparentiytiooe to be used at home for some time
yet, and is not going to die out soon, thoughdte of use is gradually changing. The
author comments, however, that this finding, whiifers from other surveys, may be
due to the different (larger) number of particigntthose surveys.

Alice Turk, Durational effects of phrasal stressl3822). Phrasal stress (i.e., which
syllable or word in a phrase is stressed), is stifiom many angles. The paper begins
with a definition of phrasal stress and summarides literature from several
languages about speech stretch durations that atieasal stress (multiple syllables
and constituent structure). Turk discusses varwags to describe the affected
syllables (i.e., long syllables due to various aual conditions). The literature
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provides contradictory evidence, which counteraggested hypothesis (concerning
the appropriate domain role, and different syllabtgagnitude). Turk considers the
Multiple (Optional) Site hypothesis (which allowsfdrent durations in different

conditions) as more appropriate for understandmegsituation than the Continuous
Domain hypothesis, though inter-language differenoay relate to language-types
(e.g., languages with short and long phonemic estg}. Altogether, phrasal stress is
quite complex, and involves many sites and mechaisome of which are optional.

Harry van der Hulst, The laryngeal class in Rcvihvance phenomenain Dutch (323-
349). This is a theoretical phonology paper, alttothe theoretical considerations
reflect physiological articulatory and phonetic gesses. The author compares his
theory of RcvP (Radical CV Phonology, van der HABW5, and in preparation) with
several other theories. His analysis leads torgjatshing vowels from consonants
(as basic categories) and their features (eleménti)e search for basic factors that
produce contrasts within categories. The comparniefars, among other examples,
to voicing/ devoicing in obstruent consonants intdby vs. English, vs. French vs.
Polish. Dutch /b, p/ are (theoretically) similar Emglish (both being Germanic
languages), but they differ from English, probabllye to the effect of (Romance)
French. Another discussed issue is Dutch Final @ést Devoicing (FOD),
examined here in relation to Government Phonolagy, Dutch voicing assimilation.
This theory involves the main consonantal categfonyis] vs. ¢, which is enhanced
in different ways in different languages. The pagleows the interaction between
phonetic processes and well-defined phonemic reptagons. In Dutch, voicing
assimilation and FOD are, thus, not just phoneticgsses.

Jeroen van de Weijer, Affricates in English as s class (350-358). This last
paper in the book is also rather theoretical. élilerature, affricates are described as
stops, fricatives or complex segments. van de Waiigues mainly against the “stop
approach” (i.e., that affricates are stops). Hedithat English affricates are neither
stops nor fricatives by nature and behavior, amieflore form a different, natural
segment class. He bases his claim on the anafymisarrence restrictions ininitial and
final positions in English words. No consonant peacede affricates in initial position
and only some (liquid and nasal) consonants carefdesaffricates in final position. This
array differs from two other examined languages{@en India, and Cimbrian German
in Italy). Since “Phonotactic restrictions are usu@garded as the most secure kind of
evidence for the phonological status of particsgémyment groups”, the author concludes
that according to this examination, affricates olorf a separate consonant group — at
leastin English.

Altogether, this volume is rich in material in maamgas of phonetics and phonology,
and can benefit many readers interested in thesksd areas and languages.
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Tatar First Names from West Siberia:
An English and Russian Dictionary.
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'Achva Academic College, Israel
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Edwin D. Lawson is a Professor Emeritus of Psydl&tate University of New
York, Fredonia. He was President (1995-1997) ofAhwerican Name Society and
published over 150 books and articles, which inetudrticles on Russian, Latvian,
Lithuanian, and Azeri and Tatar names. Zinaidaa®ya&lova is an Assistant Professor
in the Department of Cultural Studies and Sociah@unication, Tomsk Polytechnic
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University. Her articles deal with a wide varietiytopics in philosophy, linguistics,
communication and onomastics. Richard F. Sheilav@sofessor Emeritus of Music.
He taught voice and choral conducting at the Sthtiwersity of New York for 30
years. He collaborated with Edwin D. Lawson andd-Afakbarli to publish papers
on the pronunciation and meaning of Azeri namesdadrte naming patterns of the
mountain Jews of Azerbaijan. Also in collaboratiaith Edwin D. Lawson, he
developed a website demonstrating the pronunciafiGtussian, Estonian, Azeri and
Tatar names. The book is dedicated to the memoBrafiessor Sheil (1919-2013).
Several other local researchers (e.g., historinddiaguists) assisted these authors in
producing the dictionary.

This book is reviewed here because the subjectradgpr names is interesting
phonetically as well as historically, lexically,cetA few examples (below) show
cross-language processes, expressed in phoneticefeaThe CD attached to the
volume provides the orally recorded names in tieatiary which may be analyzed
acoustically by researchers of Tatar language elesne

This book is written in English, followed by a tedation of each part into Russian.
The Introduction (pp. Xxiii-xxX, English and Russjazontains a short explanation
regarding the connections of politics and religidgth onomastics. This connection is
shown in the Russian influence on the onomastitiseot atars of West Siberia during
the last century. The Russian influence was majpditical, since the Tatars, a
Muslim people, are known for their historical u$gpast names from Arabic, Persian,
Turkish, Iranian, and Tatar.

The authors gathered information from three germrsitof 50 families from the
city of Tomsk and, 50 families from villages in tliemsk area, for a total of 799
persons. The Analysis identified evidence from niimee periods, Czarist (until
1917), Unsettled (1918-1920), Soviet (1921-1940pyM/War Il (1941-1945), Post-
War (1946-1953), Post-Stalin (1954-1964), Brezhr{@965-1984), Gorbachev
(1985-1990), and Post-Communist (1991-present). Hsellts demonstrated the
influence of Russian names and its naming systethelVest Siberian Tatars. Most
Tatars adopted Russian first names and patronyamese, some with the same initials
as the original Tatar names and, some as a persioiak.

Three tables show the transcription from RussiarEnglish, and from both
languages to International Phonetic Alphabet (IB#). xxxi-xxxiv). The first table
is the 'Russian to English pronunciation guid€ymillic and Latin letters. The second
one is the 'English to IPA pronunciation guide' a@Riissian to IPA pronunciation
guide' is the third table in Cyrillic and Latin @ letters.

The dictionary (pp.1-63) includes 480 written esgriand comes with a CD
featuring a native speaker's pronunciation of thenes. Each entry contains an
English and Russian spelling, gender and frequantlye sample, BBC-New York
Times style of pronunciation, IPA style of pronwaten, language(s) of origin if not
Tatar, meaning, and historical notes, if any.

Although the dictionary focuses on Tatar and Russames, this book contains a
large number of names that originate from Arabscially via Turkish. However, little
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information is provided on these names in the béakwith other names, the transfer
between cultures and languages involves a pholetiptation to the dominant
language, which in this case is the Tatar or Rostamguage. Here are a few
examples. The very first name (p.ab-'dul-ga-niuses the voiced stop /g/ instead of
the voiced uvular fricativey/ of Arabic and the initial voiced pharynge#l éf Arabic

is lost;a-'di-ja (p. 2) has lost the first consonant /h/ (in Araltihadijja/); the Arabic
nameba-ga-3at (p. 6), “joy, delight,” is pronounced in Arabictiwi/h/, i.e., batgat/.
However, in Russian foreign /h/ is usually pronaahas /g/, as we see in this name.
In addition, a vowel is added after the /g/, untifxe cluster in Arabic. The narsabir

(p. 44) “patient” in Arabic was originally producedth a pharyngealized /s/, i.e.}/ls
vai-'du-la (p. 52) is ‘'white + God'. (In Arabic, 'white' issociated with purity,
freshness, and honor. Thus, this name means “Godt®”.) Nevertheless, in Arabic,
this word is transcribed /bajadlla/, i.e., two phonetic adaptations in a singierd
(name). It would be interesting to compare suchcgsees in additional separate
studies. This volume is therefore a recommendediqation for researchers and
scholars interested in onomastics, and will hopefapen up the way for further
phonetic studies in this field.
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CALL FOR PAPERS

ThePhoneticianwill publish peer-reviewed papers and short arsiateall areas of
speech science including articulatory and acoystanetics, speech production and
perception, speech synthesis, speech technologypliedp phonetics,
psycholinguistics, sociophonetics, history of phase etc. Contributions should
primarily focus on experimental work but theoretti@ad methodological papers will
also be considered. Papers should be original vtbgtshave not been published and
are not being considered for publication elsewhere.

Authors should follow thdournal of Phoneticguidelinesfor the preparation of
their manuscripts. Manuscripts will be reviewed mmoously by two experts in
phonetics. The title page should include the agthtames and affiliations, address,
e-mail, telephone, and fax numbers. Manuscriptallshimclude an abstract of no
more than 150 words and up to four keywords. Thal fversion of the manuscript
should be sent both in .doc and in .pdf files te tditor. It is the authors’
responsibility to obtain written permission to reguce copyright material.

INSTRUCTIONS FOR BOOK REVIEWERS

Reviews in thePhoneticianare dedicated to books related to
phonetics and phonology. Usually the editor costacbspective
reviewers. Readers who wish to review a book shadlftess the
editor about it.

A review should begin with the author's surname aagne,
publication date, the book title and subtitle, pedtion place,
publishers, ISBN numbers, price, page numberspémet relevant
information such as number of indexes, tables,igurés. The reviewer's name,
surname, and address should follow “Reviewed b irew line.

The review should be factual and descriptive ratian interpretive, unless
reviewers can relate a theory or other informatmthe book which could benefit our
readers. Review length usually ranges between ®d02&800 words. All reviews
should be sent in electronic form to Prof. Judithos&house (e-mail:
judith@swantech.co.il).

106



ISPhS MEMBERSHIP APPLICATION FORM

Please mail the completed form to:

Treasurer:

Prof. Dr. Ruth Huntley Bahr, Ph.D.

Treasurer’s Office:

Dept. of Communication Sciences and Disorders
4202 E. Fowler Ave. PCD 1017

University of South Florida

Tampa, FL 33620 USA

| wish to become a member of the International Soety of Phonetic Sciences

Title: Last Name: First Name:

Company/Institution:

Full mailing address:

Phone: Fax:

E-mail:

Education degrees:

Area(s) of interest:

The Membership Fee Schedule (check one):

1.Members (Officers, Fellows, Regular) $ 30.00 peary
2.Student Members $ 10.000 per year
3.Emeritus Members NO CHARGE

4 Affiliate (Corporate) Members $ 60.000 per year
5.Libraries (plus overseas airmail postage) $ 32[¥)0year
6.Sustaining Members $ 75.000 per year
7.Sponsors $ 150.000 per year
8.Patrons $ 300.000 per year
9.Institutional/Instructional Members $ 750.000 pear

Go online at www.isphs.org and pay your dues vigPRausing your credit card.

UJ I have enclosed a cheque (in US $ only), madelpaya ISPhS.

Date Full Signature

Students should provide a copy of their studerd car

107



NEWS ON DUES

Your dues should be paid as soon as it convenengdu to do so. Please send
them directly to the Treasurer:
Prof. Ruth Huntley Bahr, Ph.D.
Dept. of Communication Sciences & Disorders
4202 E. Fowler Ave., PCD 1017
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to appoint/elect members to the Council of Repregimes (two each national groups;
one each for other organizations).

Libraries: Please encourage your library to subscribEh®e PhoneticianLibrary
subscriptions are quite modest — and they aid ug$uinding our mailings to
phoneticians in Third World Countries.

Life members: Based on the request of several members, the Bdddidrectors
has approved the following rates fafe Membership in ISPhS:

Age 60 or older: $ 150.00
Age 50-60: $ 250.00
Younger than 50 years: $ 450.00
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